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Discussion:

· Use a better notation for the fair-share utility 

· What about the convergence properties of the combined sarsa + NN ? Probably the true question is do we train against a moving target. 

· Relative time scales of learning and segements of stationarity in the grid behaviour. The answer is we do not have a final characterization, but in our example, the RL+NN becomes efficient in a few hours. This raises the more general question of profiling the grid and/or job behaviour as far as scheduling is concerned. 

Grid-jobs regimes

The grid and job or scheduling features are not stationary. To cope with this, the general ideas are 1) 2) identify (off-line) and recognize (on-line) regimes. 3) train a scheduler for each regime, and select the appropriate scheduler from the recognized recognized regime. Given that we have a reference implementation (EGEE), we can indirectly assess the quality of the profile by the performance of the selected scheduler.

· General remarks 

· (Not very important)At the scheduling time-scale, the grid might be considered stationary. 

· What are the features. A vector of reals for sure. Beyond that 

· Do they measure intrinsic characteristic (inter-arrival time, execution time, general concept of input flow), or the middleware reaction to these (waiting time, lenght of queues)? The middleware reaction captures in fact a long history of the system (if it becomes jammed, it will take time to clear). 

· At which granularity: a small number of large classes (eg under-, normally, over-loaded, hopelessly jammed) or a large number of finer classes, which might correspond to parametrizations. 

· Michele proposal: change representation, using a two-step clustering 

· step 1. Cluster jobs based on relative dates, and possibly other features. The multiple job features (arrival date, waiting time, possibly non-numerical features as the name of the program etc.) are converted into a "'letter", which is the tag of the cluster the job belongs to. Thus, we get a time-series of "letters", which we call a profile. 

· step 2. The full series of profiles is splitted into n-grams. Apply standard (or advanced ?) clustering techniques on n-grams, based on a distance between histograms. The resulting clusters are the regimes. 

One of the motivation for n-grams is that the analysis should be insensitive to short-range permutations. A good point is that theoretical results do exist for the distance of the resulting HMM (? should be improved).
More ambitious : mixture of regimes and schedulers (?)

· Related frameworks 

· Data streaming: estimate the state we are in. 

· TCP. 2 strategies, depending on the state, either "normal" (measure the througput by turnaround time), or "jammed", where this measure is not reliable (dropped packets). 

Process interaction

Very brief discussion about the interactions between site queues. and the possibility of avalanche / chaotic behaviour. It was said that this behaviour is unlikely, because 1) a job never "backtracks" 2) the brokers share the same information (up to synchronisation), and 3) the brokers map jobs on sites based (by default) on expected load. This should be discussed in more detail next time.

Actions

· Use common datsets 

· Dataset 1: LAL Torque trace 

· Dataset2: Global EGEE trace 

· Next meeting January or February 

