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Overview

The main goal of the Sciparc project, submitted for funding to the EU within the 6th Framework Programme, is the development (at the hardware and software level) of a computer architecture optimized for high-performance scientific applications. The proposal leverages and aims to expand on the large background of the Lattice-QCD community, who has built several strongly-focused parallel machines. Areas of research include:

· architectural design of high-speed processors (in the 100 Gflops range).

· architectural design of interconnection structures for scientific processing.

· performance comparison between dedicated and off-the-shelf processors technology watch for relevant technologies for high-speed processing.

· algorithmic developments in the areas of LQCD, fluid-dynamics, biology modelling.

· development of optimized libraries for typical scientific kernels.

· development of optimization tools for scientific codes.

The Sciparc application follows the guidelines set by the EU, that inevitably bias the project towards long-term developments (10+ years) rather than actual computational tools, to be operable in a short time window (say, 2-3 years). My strong personal opinion is that the main result that we should expect from Sciparc is a large support to prepare (in a 2 years time-frame) a very sound proposal for a very high performance computer project for scientific applications, for which funding has to be provided elsewhere.

Project Time frame

The Sciparc project is expected to last three years. The proposal was submitted in late March and a final funding decision is expected for late summer. The EU expects that an approved project starts 3-4 months after approval. If the project is approved, we are therefore considering activities covering the last part of 2005 and stretching to the end of the year 2007

Hardware-oriented activities

As stressed above, the EU strongly bias these projects to a minimum of hardware development. However, we are fully aware that some fair amount of hardware tests is absolutely needed in order to reach trustworthy results.

Hardware work should focus on: a) assessing the efficiency of commercially available components as building blocks of a scientific high-performance system and b) in-depth testing new uncoventional (potenitally risky) architectural structures developed within the project. 

The following is a non-exhaustive list of activities that might help to reach the above stated goals and might be considered as a collaboration basis:

· Development and simulation of VHDL-based models of new relevant computing blocks. 

· FPGA-based test and performance evaluation of new relevant computing blocks.

· Development of a high-bandwidth (e.g., > 400 Mbyte/sec) first-neighbour interconnection system for “traditional” computer systems.

· Development and test of simple extremely high-performance processing boards using recently announced processors (like the IBM-cell or the Clearspeed processor).  

Hardware activities in the Sciparc project will be mainly located at Edinburgh and INFN (Roma and Ferrara). Any future collaboration would therefore mainly be with these sites.

