Third EGAAP meeting  April 21, 2005
Summary of findings

The third EGAAP meeting, held in Athens on April 21, was mainly devoted to the review of all the applications which have been formally approved to run on the EGEE infrastructure. The committee paid special attention to identify the new potentialities that the grid paradigm enabled to these applications (so called grid-added value)
This report summarizes the findings based on the presentations of the following applications : Earth Sciences, Planck, MAGIC, Drug Discovery and Computational Chemistry. The presentations can be found at :
<http://agenda.cern.ch/fullAgenda.php?ida=a051875>
Finding 1: After an initial period of a few months, all applications successfully deployed their applications on the Grid and started meaningful scientific work. The initial start-up time depends on many applications-specific features, on the  manpower available from EGEE and from the applications community, and on the grid-awareness of the community. It has significantly shortened with time and an upper limit of three months can be estimated.
Finding 2: Each application was able to convince  EGAAP of very valuable grid-added value, that goes in most cases way beyond the opportunistic usage of “free” CPUs. 
 In fact, many results or potential results were simply unattainable without the Grid.
i) in the Earth Science sector, the key point is the transparent access to millions of files across different administrative domains. This unique feature brought by the Grid allowed new scientific results concerning  Earth ozone layer to be published. The fact that is could not have been not before is obviously demonstrated by the fact that  data started to be taken 10 years ago and had never been analyzed before.
ii) The possibility to mobilize quickly very large amounts of CPU on very prompt peak use basis was clearly illustrated by the computations performed by the Solid Earth group who computed in less than 24 hours, their original and ambitious milestone, all parameters relevant for major earthquakes. This will allow to foresee possible replicas with precision and potentially save many human lives. Since luckily, major earthquakes occur rarely and can not be predicted, the Grid offers the best solution to solve this kind of acute and immediate peak usage since funding of major resources that will be used as rarely as  one day per year just can not be obtained. Alternate scenarios where these resources are located in major computing centers do not work either because of  the inherent slow response time. 
iii) The possibility to produce and  mainly to store massive amounts of data with reduced manpower was clearly demonstrated by the MAGIC data challenge production. Of course, the reduction of application manpower comes at the cost to operate the Grid but this overhead can be leveraged over many and many applications.
iv) Distributed software development of  complex workflow is a diffcult problem both for technical and human-related reasons. The Grid has been chosen by the Computational Chemistry community to solve it because they find it so hard to manage it otherwise. The best proof is given by their internal commitment: is community is investing ~20 FTE in grid-based software development and ask typically for the very modest 20 CPU in return. Allowing the various groups in charge of the various steps of the workflow to participate in the development and production  on an equal footing thanks to the Grid paradigm has been found to be extremely efficient and motivating.
v) ALL applications insisted very strongly on the benefits of  the collaboration-building tool which the Grid represents. Thanks to the Grid, it is possible to reflect the distributed nature of a scientific collaboration into its computing and storage model. This proves to be highly beneficial on a human and financial point of view since it maximizes the spirit of collaboration and the flow of resources. It also allows, as pointed out by the Hydrology application, to include partners from less favoured countries  (Tunisia in this case) in a way that was not possible before. 
vi) Finally, one should not neglect the fact that minimizing the cost of access to large CPU resources is also key for some applications where by definition, the corresponding appropriate funding will never materialize otherwise. This is for instance the case for Drug discovery for neglected diseases, where the word “neglected” in the title tells immediately why it is the case. In such applications, many thousands of  human lives can be hopefully be saved by offering low cost access to large CPU quantities than will never be accessible otherwise.

Finding 3: All applications expressed their happiness to run their applications on EGEE. This shows that the hard work they have to invest to become familiar with this new techniques, which in the present state are far to be as user friendly as one could wish, is more than compensated by the benefit they are driving out of it for their scientific work. It is important to stress that this very positive evaluation from the applications comes at a time where all the advanced functionalities they have requested have not yet been implemented since most of  them will require the new  gLite middleware. This shows that the  benefits from the Grid usage are indeed quite significant.  It also means that the user support organization that has been put in place by EGEE generic applications and operation teams is now functioning in a satisfactory manner.
Finding 4 : Encouraged by the positive developments mentioned above and by the very significant improvements made since their first proposal, EGAAP recommends to approve  EGRID  as an official EGEE generic application. This financial application now includes several important collaborators coming the academic and industruial financial sector, included in the large international collaboration. Many grid-added values features mentioned above directly apply to this project: vast volume of distributed data  (coming from the various stock exchanges) across different administrative domains,  distributed nature of the collaboration, important of peak capacity due to the cyclic nature of the financial world, collaboration building between many partners that have never worked together. This application can also be used as a test case for the new gLite middleware, since some of its new functionalities are needed for this application.

EGAAP recommends a two-step approach for the EGRID deployment:

a) Deploy EGRID  in a small-scale gLite-based test bed, with the help of the Grid.it team

b) Deploy EGRID fully on official EGEE production (or preproduction) infrastructure in the fall when it will have reach sufficient stability, in order not to put further stress on the available manpower. 

The new procedure, involving critical assessment of the EGRID needs by the OAG group and the signature of the corresponding MoU will of course have to be followed.
Finally EGAAP expresses its interest to  the  potential  new application in the nuclear fusion domain and encourages the group to respond to the call for proposal EGAAP will issue in the summer. 
