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...please ask questions...
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Simulation-based optimization: an example
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Optimization of walking gaits

http://www.icos.ethz.ch/cse/research/highlights/research_highlights_august_2004

[Dürr & Pfister 2004] 

CMA-ES, Covariance Matrix Adaptation Evolution Strategy [Hansen et al 2003]
IDEA, Iterated Density Estimation Evolutionary Algorithm [Bosman 2003] 
Fminsearch, downhill simplex method [Nelder & Mead 1965]
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Black-Box Optimization (Search)
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Difficulties in black-box optimization

in any case the objective function must be highly regular
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Rugged landscape 
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Black-Box Optimization Methods
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Taxonomy of search methods

Gradient-based methods (Taylor, smooth)
local search

● Conjugate gradient methods [Fletcher & Reeves 1964]
● Quasi-Newton methods (BFGS) [Broyden et al 1970]

Derivative-free optimization (DFO)
● Trust-region methods (NEWUOA) [Powell 2006]
● Simplex downhill [Nelder & Mead 1965]
● Pattern search [Hooke & Jeeves 1961] [Audet & Dennis 2006]

Stochastic search methods
● Evolutionary algorithms [Rechenberg 1965]
● Simulated annealing (SA) [Kirkpatrick et al 1983]
● Simultaneous perturbation stochastic approximation (SPSA) 
[Spall 2000]
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...a principled view point...
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Principled Stochastic Optimization
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A Natural Evolution Strategy
Natural Evolution Strategy = CMA-ES – step-size control – cumulation
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Covariance Matrix Adaptation Evolution Strategy
CMA-ES = natural gradient descent + cumulation + step-size control
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Covariance Matrix Adaptation Evolution Strategy
CMA-ES = natural gradient descent + cumulation + step-size control
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Known Issues

● Multi-funnel landscapes often pose difficulties
● Scaling with the search space dimension is 

typically sub-quadratic

in large dimensions linear scaling is desirable

● How to evaluate this (any such kind of) 
algorithm?

● Is there a deeper principled reasoning for the 
additionally introduced tricks? 
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The Plan: Task 3.1

Addressing complex, e.g. multi-funnel landscapes by

● Coupling mixtures of Gaussians with the CMA-ES 
update principles (natural gradient descent + 
cumulation + step-size control)
● …
● ...

● Derive “CMA”-ES variants which can learn more 
complex (non-linear) dependencies
● Based on non-linear projections & PCA
● Based on independent component analysis
● ...
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The Plan: Task 3.2

Addressing large-scale problems by
● Deriving “simplified CMA”-ES variants with 

linear scaling
● Linear in black-box (function) evaluations
● Linear in internal CPU-time
● Linear in memory
● Objective: still solve comparatively complex (e.g. 

highly non-separable multimodal) functions
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The Plan: Task 3.3

Performance evaluation of black-box optimization 
algorithms
● COCO: a platform for COmparing Continuous 

Optimisers has been started in 2009
● Characterization of simulation-based optimization 

problems → benchmark function set
●  Performance indicators
● Performance data presentation and interpretation
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The Plan: Task 3.4

● Can we find a principled motivation for 
● different learning rates in the natural gradient 

descend?
● cumulation?
● step-size control? 
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(more) question?

Any intelligent fool can make things bigger, more 
complex, and more violent. It takes a touch of 
genius, and a lot of courage, to move in the 
opposite direction.

                                           Albert Einstein
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