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Scientific program of IAP NAS of Ukraine

Scientific program: “Nuclear materials and reactor material science”

Theoretical 
approach

• Ab initio
• Molecular dynamics
• Kinetic Monte Carlo
• Rate theory

Experimental approach
• Lifetime positron annihilation 

spectroscopy
• RBS/C and ERDA/C
• High dose implanter for metal ions
• XRD, microscopy etc

Facility development and study of point defects evolution and 
vacancy type clusters in construction materials under ion 

irradiation and hydrogen saturation

The main objectives are:
• to study statistical properties and distributions of defects and their complexes;
• to study the rearrangement of vacancy complexes

Validation of 
results

Parameters 
for calculation
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Scientific program of IAP NAS of Ukraine

The main goals

to develop theoretical models to study dynamics of point defects in
construction materials (Zr, W, Ni, Be, etc.) under irradiation
influence
to study by numerical simulations rearrangement of point defect
complexes in irradiated materials used in Next Generation
Reactors.
to determine and predict the behavior of structural materials
under irradiation by the validation experiments
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The main research areas of M3-T-RECs Department

Dept. Modeling of radiation effects and microstructure
transformations in construction materials

The research is focused on the study and characterization of radiation effects and
microstructure transformations in condensed matter systems far from equilibrium.
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Within the framework of multi-scale modeling one can clarify the formation of defect
structure, the redistribution of defects with the formation of clusters of point defects, the
yield of defects to sinks, microstructure transformation induced by irradiation, the
distribution of elastic stress fields at formation of clusters of defects and dislocations,
changes in the morphology of the surface of irradiated materials in the process of sputtering.
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The main research areas of M3-T-RECs Department

Research ineterests

• Ab-initio modeling of construction materials

• Molecular dynamics simulations

• Pattern formation of point defects

• Microstructure transformations

• Phase separation with elastic inhomogeneity

• Patterning at ion-beam sputtering

• Phase-field modeling of epitaxial growth

• Nano-islands formation at deposition
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Introduction

Typical defect structure in Ni irradiated by Ni+ at T= 300K:
40dpa and 20dpa

30 nm30 nm 30 nm
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Introduction

Modeling self-organization of vacancy clusters in irradiated
materials

What has been done ?

Ab-initio modeling of Zr−x%Nb alloys with defects is performed:
[M3TRECs] — Metfiz. 2011; JNEP 2012, CMPH 2013

Experimentally and theoretically (МD, KMC) evolution of defect
structure is studied in annealed materials: [R.Stoller, K.Nordlund, et al.]

Phase filed crystals method (PFC) is developed to study defects behavior
in crystalline systems: [M.Grant, K.Elder, et al.]

PFC is developed to study defect structure under irradiation conditions
and at annealing the materials:
[M3TRECs] — Physica A 2010; CEJP 2011; UJP 2012; UFM 2012

Rate theory for describing defects dynamics is proposed: [C.Abromeit,
G.Marten, F.Kh.Mirzoev, et al.]

Rate theory is developed to study self-organization of point defects in
materials under irradiation:
[M3TRECs] — EPJB 2012; UJP 2013; REDS 2013; PRE 2014
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Introduction

Ab-initio modeling
Alloys Zr−Nb
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Introduction

Molecular Dynamics simulations

Vacancies
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Introduction

Phase field crystals method

Atomic density field:

P. F. Tupper and M. Grant

The pair potential is given by

v(2)(r) =

{
A(r−12− r−5) exp[(r− a)−1], 0< r < a,
0, r� a,

where A= 6.767441, a= 2.46491832. The three-body term
is given by

v(3)(ri, rj , rk) = h(rij , rjk, θi)+h(rji, rjk, θj)

+ h(rki, rkj , θk),

where rij = |ri− rj | and θi is the angle between rj − ri and
rk − ri. The function h is
h(r, s, θ) = exp[(r− a3)−1+(s− a3)−1] sin2(2θ),

when r, s < a3, and is zero otherwise. Weber and Still-
inger choose a3 = 1.8 and λ= 5. Without the three-body
terms the potential is qualitatively the same as the
Lennard-Jones potential, and the system has a hexagonal
crystal phase like that modeled by the PFC in [2,3].
The addition of the three-body term makes hexagonal
structure unfavourable and the crystal phase has square
symmetry [4]. The dynamics of the system were simulated
using molecular dynamics.
The microscopic density field is given by ρm(r, t) =∑N
i=1 δ(r− ri(t)), where ri(t) is the position of the i-th

particle at time t. We consider the density coarse-grained
in time:

ρ(r)=
1

τ

∫ τ
0

dt ρm(r). (2)

If the original system is in the liquid phase, for large τ
the field ρ will be equal to a constant plus small, spatially
homogenous fluctuations. If the original system is in the
solid phase, ρ will have a steady periodic form for large
τ corresponding to the structure of the crystal. Figure 1
shows density plots of ρ of a system in solid phase for
four different coarse-graining times τ . As τ is increased
fluctuations about equilibrium become smaller and occur
over a smaller time scale.

The phase field crystal. – Our goal is to obtain a
phase field model for the dynamics of the coarse-grained
density field ρ given by eq. (2) for large but finite τ . This
goal can be broken into two distinct parts. Firstly, we need
to determine a free energy F functional whose minimum
is a good approximation to the equilibrium configuration
of ρ. Secondly, we need to specify evolution equations that
describe how the system approaches equilibrium.

Free energy. The motivation for the particular free
energy functional F we use comes from classical density
functional theory [5,6]. The goal of Ramakrishnan and
Yussouff’s density functional theory is to estimate a free
energy F for which the infinite-time averaged density
ρ= ρ∞ = 〈ρm〉 is a minimum. They derive this free energy
formally by integrating the partition function; the calcu-
lation can only be completed in the case of the ideal gas.
To obtain usable approximations they postulate that ρ

Fig. 1: Grey-scale plot of time-averaged density of portion
of Weber-Stillinger MD system for reduced temperature 0.6,
reduced density 0.77277. The time intervals for averaging are
1, 10, 100, 1000 time units.

has a free energy F(ρ) =Fid(ρ)+Fex(ρ) where Fid is the
ideal gas free energy and Fex is a functional Taylor series
expansion in ρ about the uniform liquid state density [5].
Typically, only two terms in the expansion are taken for
most applications [7].
Our goal is somewhat different than that of density

functional theory; we are interested in densities averaged
over finite times τ , rather than infinite times. This allows
us to model non-equilibrium phenomena. We start with
free energies of density functional theory form and then
add noise to account for our merely finite length of
time-coarsening interval τ . Moreover, rather than deriving
coefficients in the free energy from liquid state equilibrium
correlation functions, we choose coefficients that will be
easy to compute, give the correct qualitative behaviour
and have parameters that can then be tuned to match MD.
Our free energy is of the form

F(ρ)=
∫
drTρ(r)(log(ρ)− 1)−

∫
drρ(r)µ

+
kA

2

∫ ∫
dr1dr2C2(r1, r2)ρ(r1)ρ(r2)

+
kB

3

∫ ∫ ∫
dr1dr2dr3C3(r1, r2, r3)ρ(r1)ρ(r2)ρ(r3)

The last cubic term is necessary to obtain a square crystal
structure and is analogous to the three-body potential
term in [4]. The variable T corresponds to temperature.
According to density functional theory, the kernal C2

should be a multiple of the direct pair correlation function

40007-p2
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	 OverviewDendrite Growth Processes

	 The phase-field-crystal method is a 
new modeling technique that incorpo-
rates the periodic nature of a crystal 
lattice by considering a free energy 
functional that is minimized by periodic 
density fields. This simple approach 
naturally incorporates elastic and plas-
tic deformations and multiple crystal 
orientations and can be used to study a 
host of important material processing 
phenomena, including grain growth, 
dendritic and eutectic solidification, and 
epitaxial growth. This paper reviews the 

Using the Phase-Field Crystal Method 
in the Multi-Scale Modeling
of Microstructure Evolution
N. Provatas, J.A. Dantzig, B. Athreya, P. Chan, P. Stefanovic, N. Goldenfeld, and K.R. Elder

a

phase-field-crystal formalism and its use 
in modeling of microstructure evolution 
in pure and binary alloy systems. 

introduction 

	 Many novel applications in engi-
neering require improved strength and 
performance from metal alloys. This is 
increasingly true in the automotive and 
aerospace industries where rising fuel 
costs place a premium on improved 
strength-to-weight ratios. The most 
significant new tools for alloy develop-

ment exploit microstructure patterning at 
the nanoscale, where atomic effects are 
dominant. However, there is still a gap 
in our understanding of how elasticity, 
plasticity, grain boundary interactions, 
and atomic attachment kinetics control 
microstructure and phase selection 
during solidification and solid-state 
transformations. 
	 The “reverse Hall-Petch” effect 
provides an example of the changes in 
mechanical behavior at very small length 
scales. In nanocrystalline materials, the 

Figure 3. A small portion of a simulation of liquid phase epitaxial growth. (a), (b), (c), and (d) correspond to dimensionless times 150, 300, 
450, and 600, respectively. The substrate is highlighted by the darker color and lattice sites near dislocations are marked by small white 
dots. (Reprinted from Reference 42.)

a b c d

Figure 1. (a) A tem-
perature-density 
phase diagram indi-
cating an isother-
mal quench. The 
diagram has been 
constructed sym-
metrically around 
the average density 
ρ0 = 0. (b-top) Snap-
shot in the evolution 
of polycrystalline 
solidification using 
the PFC model. 
Grain boundaries 
are highlighted in 
white. (b-bottom) 
Zoom-in of four-
crystal grains and 
their orientations. 
(Reprinted from Ref-
erence 45.) 

Figure 2. A com-
parison of the grain 
boundary energy 
(γ) vs. grain bound-
a r y  m isma tch 
angle (θ) from 
PFC simulations 
and experiments 
on tin,51 lead,51 
and copper.52 The 
quantities γm and 
θm represent the 
values of γ and θ 
at which the γ is 
a maximum. The 
line represents the 
Read–Shockley 
result.50 (Reprinted 
from Reference 
42.) 
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Introduction

Crystalline system subjected to irradiation (PFC)
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Fig. 5.11. Simulated HRTEM images of (a) LRO (b) patterning and (c) disordered steady states in Ni3Al. 
Sample thickness is 40a0. Defocus value is -35 nm. Ion irradiation conditions: cascade size b = 4002, 
(a) 11 −=Γ sb

, (b) 110 −=Γ sb , (c) 1100 −=Γ sb . 

 

 

 

 

 

 

Fig. 5.12. Simulated HRTEM images of patterning steady states in Ni3Al with different sample thickness (a) 
20a0, (b) 30a0, (c) 40a0 and (d) 50a0. Defocus value is -35 nm. Ion irradiation conditions: cascade size 
b = 4002, 110 −=Γ sb . 
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Introduction

Microstructure before and after irradiation (PFC)

2007 July • JOM 85
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the phase-field approach are dendritic 
growth in pure and binary alloys,1–6 spi-
nodal decomposition,7,8 order-disorder 
transition kinetics,9–11 and precipitation 
growth.12 In all these phenomena, the 
dynamics of the appropriate field(s) 
are assumed to be driven by dissipative 
minimization of a phenomenological 
free energy functional. 
	 There have been many significant 
advances in phase-field modeling in 
materials science over the last decade. 
Arguably the most important has been 
the development of asymptotic analysis 
techniques that connect the phase-field 
equations with sharp interface models 
of solidification in the computationally 
tractable (“thin interface”) limits.13–17 
These methods have been instrumental 
in making the phase-field method a 
viable tool for quantitative modeling 
of microstructural evolution, especially 
when coupled with adaptive mesh refine-
ment algorithms,18,19 opening up a new 
window to truly multiscale computation 
of microstructure evolution.20–24

	 A limitation of traditional phase-field 
models is that they are formulated in 
terms of fields that are spatially uniform 
in equilibrium. This precludes most 
physical phenomena that arise from the 
periodic symmetries inherent in crystal-
line phases, including elastic and plastic 
deformation, anisotropy, and multiple 
grain orientations. One way around this 
problem has been to couple the traditional 
fields with one or more auxiliary fields 
that describe, for example, the density 
of dislocation,25–29 the continuum stress 
and strain fields,30–32 and the crystal grain 
orientation.33–37 These approaches have 
proven quite useful in various applica-
tions such as polycrystalline solidifica-
tion.28,33–40 Nevertheless, it has proven 
quite challenging to incorporate elasto-
plasticity, diffusive phase transformation 
kinetics, and anisotropic surface energy 
effects into a single, thermodynamically 
consistent model. 

The Phase-Field-Crystal Method

	 Very recently, the PFC method 
emerged as a new extension to the phase-
field formalism.41–45 The PFC formalism 
abandons the meso-scale order param-
eter of the traditional phase-field 
approach in favor of a temporally coarse-
grained atomic probability density 
(APD), or number density. The free 

Figure 7. Two regimes of 
dislocation glide. For high 
strain rates, continuous glide 
is observed, while at lower 
strain rate the dislocation set 
into a stick-slip motion. Inset: 
Dislocation glide velocity vs. 
applied strain rate. (Reprinted 
from Reference 45.)

Figure 8. A snapshot from the simulation of solidification of grains in a large domain, 722 
nm square. The series of enlargements shows an approximately 1 nm × 3 nm segment of 
the grain boundary formed by the intersection of the growing grains.

Figure 9. A snapshot of the nucleation and growth of a bcc polycrystal from a supercooled 
liquid in a system with periodic boundary conditions. In this figure purple corresponds to atomic 
positions with eight neighbors and yellow to lattice positions at surfaces or dislocations. 

Figure 10. The growth of a two-dimensional 
hexagonally symmetric solutal dendrite from 
a supercooled melt. The supersaturation 
was Ω = 0.7 and the average concentration 
Co was in the hyper-eutectic range. 
The color map represents the impurity 
concentration field c(



x , t), with warm 
colors representing high composition and 
blue, low. The inset shows the atomic 
probability density across the interface 
near a dendrite tip. A detailed description 
of the phase diagram for this material is 
given in Reference 49.
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Fig. 5.11. Simulated HRTEM images of (a) LRO (b) patterning and (c) disordered steady states in Ni3Al. 
Sample thickness is 40a0. Defocus value is -35 nm. Ion irradiation conditions: cascade size b = 4002, 
(a) 11 −=Γ sb

, (b) 110 −=Γ sb , (c) 1100 −=Γ sb . 

 

 

 

 

 

 

Fig. 5.12. Simulated HRTEM images of patterning steady states in Ni3Al with different sample thickness (a) 
20a0, (b) 30a0, (c) 40a0 and (d) 50a0. Defocus value is -35 nm. Ion irradiation conditions: cascade size 
b = 4002, 110 −=Γ sb . 
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Introduction

Phase separation of binary allays with elastic inhomogeneity

0,71

-0,83

Coherent configuration of the
binary alloy

Evolution of composition difference at different
irradiation conditions
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Rate theory

Modeling of defect structure evolution in systems subjected to
irradiation (Rate theory)

Two-component model of point defects dynamics

∂tcv = K−DvSv(cv− c0v)−αcvci;
∂tci = K−DiSici−αcvci.

(1)

Sinks densities:

Sv,i = Z{v,i}NρN(1+ ρ
∗
v + ρ

∗
i ), ρ

∗
v,i ≡ ρv,i/ρN, µ ≡ (1+ ρ

∗
v + ρ

∗
i ) (2)

Adiabatic elimination procedure: Dv/Di ≡ δ � 1

∂tx = K−µ(x−x0)− Kx
µ(1+B)

δ
+x

+Geεx/(1+x2), ε =
E

kBT
(3)

V.Kharchenko (M3TRECs) IAP NAS of Ukraine 02/10/2014 16 / 28



Simulations

Self-Organization of Vacancy Clusters (2D-modeling)

Evolution of vacancy concentration field

∂tx = K− γx+Gexp(εx/(1+x2))−∇ ·~J;

~J =−D[∇x− εx∇(x+ r20∇
2x)].

(4)
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[Eur.Phys.Jour.B, v.85, 383, (2012)]
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Simulations

Self-Organization of Vacancy Clusters (3D-modeling)

1

Total concentration Cross-section

[Cond.Mat.Phys., v.16, 33001, (2013)]
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Simulations

Self-Organization of Vacancy Clusters (3D-modeling)

1

Clusters of defects

[Cond.Mat.Phys., v.16, 33001, (2013)]
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Simulations

Correlation analysis
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Irradiated Ni

Vacancy Clusters in Ni under Irradiation

Evolution equation for the loop densities:

∂tρi =
2πN
b

(εiK+DiZiIci−DvZvI(cv− cv0)) ;

∂tρv =
1
br0v

(εvK−ρv[DiZiVci−DvZvV(cv− cv0)]) .
(5)

Vacancy formation energy Ef
v 1.8 eV

Vacancy migration energy Em
v 1.04 eV

Interstitial migration energy Em
i 0.3 eV

Elastic interaction energy Ee
0 0.01÷0.2 eV

Vacancy Diffusion coef. Dv 6 ·10−5e−Em
v /T m2/s

Interstitial Diffusion coef. Di 10−7e−Em
i /T m2/s

Equil. vacancy conc. c0v e−Ef
v/T —

Debye frequency ωD 1.11 ·1013 s−1

Vacancy loop radius r0 1.5 ·10−9 m
Cascade collapse efficiency εv, εi 0.1, 0.01 —
Dislocation density ρN 1012÷1015 m−2

Atomic volume Ω 1.206 ·10−29 m3

Diffusion length Ld ' 10−6÷10−7m, `� 1.V.Kharchenko (M3TRECs) IAP NAS of Ukraine 02/10/2014 21 / 28



Irradiated Ni

Vacancy Clusters in Ni under Irradiation
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Irradiated Ni

Vacancy Clusters in Ni under Irradiation
Reactor conditions

T = 773K, K = 10−6dpa/sec
x ρi ρv

Linear size of vacancy clusters:
〈d0〉 ∼ 6 nm

Accelerator conditions
T = 900K, K = 10−3dpa/sec
x ρi ρv

November 5, 2013 12:57 Radiation Effects and Defects in Solids REDS0̇411

14 Dmitrii O. Kharchenko, Vasyl O. Kharchenko, Anna I. Bashtova

(a)

 !"#2

 !"#$%2

x & &
i v

(b)

Figure 8. (a) Dynamics of the averaged concentration density and the corresponding variance for different values of the
external noise intensity under accelerator. (b) Typical snapshots of vacancy concentration field and sinks distribution
in deterministic and stochastic cases at t = 700.

4.2. Patterning under accelerator conditions

Let us examine behavior of the system under accelerator conditions. Here we consider
the typical case of T = 900K and K = 10−3 dpa/sec. In the corresponding simula-
tions due to large damage rate K the related time step is ∆t = 15 × 10−5 in order to
stabilize the numerical scheme.

Comparing dynamics of the averaged vacancy concentration under reactor and ac-
celerator conditions one finds that in the second case the defects arrangement occurs
essentially faster (cf.Fig.5 and Fig.8a). Moreover, number of defects increases by an
order. The variance 〈(δx)2〉 takes large values by two orders comparing to the previ-
ous case. It means that there is high difference in defect concentrations over the whole
system. At high damage rate defects arrange into spherical clusters without extended
structures (see Fig.8b). At such conditions the noise influence is opposite to the previ-
ous case: here due to combined effect of high-speed defect production and fluctuation
influence the number of defects increases but fluctuations promote formation of va-
cancy clusters of a similar size. Considering spatial organization of fields ρi and ρv it
is seen that even at large noise intensity there is well defined spatial structure of sink
densities.

Comparing distributions of vacancy clusters by the size s in deterministic and
stochastic cases it follows that external fluctuations lead to vacancy migration between
clusters. As a result s attains the mean value 〈s〉 (see top panels in Fig.9). The noise
action does not influence on vacancy clusters densities n/N2 essentially, the number
of clusters grows slightly with an increase in σ2. Considering behavior of the spher-

Linear size of vacancy clusters:
〈d0〉 ∼ 7.5 nm

[Rad.Eff.Def.Solids, v.169, 418, (2014)]
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Grain size dynamics

Delayed grain growth

Scaling properties 〈s(t)〉 ∝ tα , 〈N(t)〉 ∝ t−α
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Grain size dynamics

Distributions over grains area

Scaling properties 〈s(t)〉 ∝ tα , 〈N(t)〉 ∝ t−α
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Conclusions & Perspectives

Main conclusions

1 We have studied the dynamics of point defects and rearrangement
of vacancy complexes in materials under irradiation in the
framework of multi-scale modeling scheme.

2 Obtained results of numerical simulations can be validated by
experimental investigations on accelerator facilities of IAP NAS of
Ukraine.

3 Obtained results can be used to predict and describe processes of
defect structure formation, redistribution of defects with the
formation of clusters of point defects, yield of defects to sinks and
microstructure transformation induced by irradiation for
construction materials of the Next Generation Reactors

V.Kharchenko (M3TRECs) IAP NAS of Ukraine 02/10/2014 26 / 28



Conclusions & Perspectives

Perspectives of Simulation-Validation program

1 Studying energetic characteristics of vacancy ensemble in W and Be by
modeling from first principles and molecular dynamics. Validation of
theoretical results by treatment results in exposure of Fe, Ni, W and Be
by beams of Fe+, Be+, He+ and H+.

2 Measurement of the location of the interstitial atoms and defects in
materials based on Fe and Ni, W and Be. Investigation of segregation of
impurities at the grain boundaries of structural steels.

3 Modeling formation of vacancy clusters and superlattices of vacancies in
Fe, Ni, W and Be within the framework of phase field approach and rate
theory. Validation of the model parameters of vacancy ensembles by
measurement of vacancy-type defects concentration by positron
annihilation. Measurement of profiles of interstitials by PIXE, PIGE,
RBS, ERDA.

4 Modeling surface erosion during sputtering and studying surface
morphology transformations of Fe and Ni, W and Be based materials,
bombarded by beams of H+, He+, Fe+, Ni+, W+ and Be+.
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