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A quick summary of the current status of cosmology
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Type Ia Supernovae are the main indication for the acceleration of the expansion

Dark Energy!
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FIG. 7.ÈBest-Ðt conÐdence regions in the plane for our primary)
M

-)"analysis, Ðt C. The 68%, 90%, 95%, and 99% statistical conÐdence regions
in the plane are shown, after integrating the four-dimensional Ðt)

M
È)"over and a. (See footnote 11 for a link to the table of this two-M

Bdimensional probability distribution.) See Fig. 5e for limits on the small
shifts in these contours due to identiÐed systematic uncertainties. Note that
the spatial curvature of the universeÈopen, Ñat, or closedÈis not determi-
native of the future of the universeÏs expansion, indicated by the near-
horizontal solid line. In cosmologies above this near-horizontal line the
universe will expand forever, while below this line the expansion of the
universe will eventually come to a halt and recollapse. This line is not quite
horizontal, because at very high mass density there is a region where the
mass density can bring the expansion to a halt before the scale of the
universe is big enough that the mass density is dilute with respect to the
cosmological constant energy density. The upper-left shaded region,
labeled ““ no big bang,ÏÏ represents ““ bouncing universe ÏÏ cosmologies with
no big bang in the past (see Carroll et al. 1992). The lower right shaded
region corresponds to a universe that is younger than the oldest heavy
elements (Schramm 1990) for any value of km s~1 Mpc~1.H0 º 50

on that day : the distribution, abundances, excitations, and
velocities of the elements that the photons encounter as they
leave the expanding photosphere all imprint on the spectra.
So far, the high-redshift supernovae that have been studied
have light-curve shapes just like those of low-redshift super-
novae (see Goldhaber et al. 1999), and their spectra show
the same features on the same day of the light curve as their
low-redshift counterparts having comparable light-curve
width. This is true all the way out to the z \ 0.83 limit of the
current sample (Perlmutter et al. 1998b). We take this as a
strong indication that the physical parameters of the super-
nova explosions are not evolving signiÐcantly over this time
span.

Theoretically, evolutionary e†ects might be caused by
changes in progenitor populations or environments. For

example, lower metallicity and more massive SN Ia-
progenitor binary systems should be found in younger
stellar populations. For the redshifts that we are consider-
ing, z \ 0.85, the change in average progenitor masses may
be small (Ruiz-Lapuente, Canal, & Burkert 1997 ; Ruiz-
Lapuente 1998). However, such progenitor mass di†erences
or di†erences in typical progenitor metallicity are expected
to lead to di†erences in the Ðnal C/O ratio in the exploding
white dwarf and hence a†ect the energetics of the explosion.
The primary concern here would be if this changed the
zero-point of the width-luminosity relation. We can look for
such changes by comparing light curve rise times between
low- and high-redshift supernova samples, since this is a
sensitive indicator of explosion energetics. Preliminary indi-
cations suggest that no signiÐcant rise-time change is seen,
with an upper limit of day for our sample (see forth-[1
coming high-redshift studies of Goldhaber et al. 1999 and
Nugent et al. 1998 and low-redshift bounds from Vacca &
Leibundgut 1996, Leibundgut et al. 1996b, and Marvin &
Perlmutter 1989). This tight a constraint on rise-time
change would theoretically limit the zero-point change to
less than D0.1 mag (see Nugent et al. 1995 ; Ho" Ñich,
Wheeler, & Thielemann 1998).

A change in typical C/O ratio can also a†ect the ignition
density of the explosion and the propagation characteristics
of the burning front. Such changes would be expected to
appear as di†erences in light-curve timescales before and
after maximum & Khokhlov 1996). Preliminary(Ho" Ñich
indications of consistency between such low- and high-
redshift light-curve timescales suggest that this is probably
not a major e†ect for our supernova samples (Goldhaber et
al. 1999).

Changes in typical progenitor metallicity should also
directly cause some di†erences in SN Ia spectral features

et al. 1998). Spectral di†erences big enough to(Ho" Ñich
a†ect the B- and V -band light curves (see, e.g., the extreme
mixing models presented in Fig. 9 of et al. 1998)Ho" Ñich
should be clearly visible for the best signal-to-noise ratio
spectra we have obtained for our distant supernovae, yet
they are not seen (Filippenko et al. 1998 ; Hook et al. 1998).
The consistency of slopes in the light-curve width-
luminosity relation for the low- and high-redshift super-
novae can also constrain the possibility of a strong
metallicity e†ect of the type that et al. (1998)Ho" Ñich
describes.

An additional concern might be that even small changes
in spectral features with metallicity could in turn a†ect the
calculations of K-corrections and reddening corrections.
This e†ect, too, is very small, less than 0.01 mag, for photo-
metric observations of SNe Ia conducted in the rest-frame B
or V bands (see Figs. 8 and 10 of et al. 1998), as isHo" Ñich
the case for almost all of our supernovae. (Only two of our
supernovae have primary observations that are sensitive to
the rest-frame U band, where the magnitude can change by
D0.05 mag, and these are the two supernovae with the
lowest weights in our Ðts, as shown by the error bars of Fig.
2. In general the I-band observations, which are mostly
sensitive to the rest-frame B band, provide the primary light
curve at redshifts above 0.7.)

The above analyses constrain only the e†ect of
progenitor-environment evolution on SN Ia intrinsic lumi-
nosity ; however, the extinction of the supernova light could
also be a†ected, if the amount or character of the dust
evolves, e.g., with host galaxy age. In ° 4.1, we limited the
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FIG. 6.ÈJoint conÐdence intervals for from SNe Ia. The solid()
M

, )")
contours are results from the MLCS method applied to well-observed SNe
Ia light curves together with the snapshot method et al.(Riess 1998b)
applied to incomplete SNe Ia light curves. The dotted contours are for the
same objects excluding the unclassiÐed SN 1997ck (z\ 0.97). Regions rep-
resenting speciÐc cosmological scenarios are illustrated. Contours are
closed by their intersection with the line )

M
\ 0.
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neglecting the unphysical regions. The most likely values for
the cosmological parameters and preferred regions of
parameter space are located where is mini-equation (4)
mized or, alternately, is maximized.equation (10)

The Hubble constants as derived from the MLCS
method, 65.2 ^ 1.3 km s~1 Mpc~1, and from the template-
Ðtting approach, 63.8 ^ 1.3 km s~1 Mpc~1, are extremely
robust and attest to the consistency of the methods. These
determinations include only the statistical component of
error resulting from the point-to-point variance of the mea-
sured Hubble Ñow and do not include any uncertainty in
the absolute magnitude of SN Ia. From three photoelec-
trically observed SNe Ia, SN 1972E, SN 1981B, and SN
1990N (Saha et al. the SN Ia absolute magni-1994, 1997),
tude was calibrated from observations of Cepheids in the
host galaxies. The calibration of the SN Ia magnitude from
only three objects adds an additional 5% uncertainty to the
Hubble constant, independent of the uncertainty in the zero
point of the distance scale. The uncertainty in the Cepheid

distance scale adds an uncertainty of D10% to the derived
Hubble constant & Walker(Feast 1987 ; Kochanek 1997 ;

& Freedman A realistic determination of theMadore 1998).
Hubble constant from SNe Ia would give 65 ^ 7 km s~1

Mpc~1, with the uncertainty dominated by the systematic
uncertainties in the calibration of the SN Ia absolute magni-
tude. These determinations of the Hubble constant employ
the Cepheid distance scale of & FreedmanMadore (1991),
which uses a distance modulus to the Large Magellanic
Cloud (LMC) of 18.50 mag. Parallax measurements by the
Hipparcos satellite indicate that the LMC distance could be
greater, and hence our inferred Hubble constant smaller, by
5% to 10% though not all agree with the inter-(Reid 1997),
pretation of these parallaxes & Freedman(Madore 1998).
All subsequent indications in this paper for the cosmo-
logical parameters and are independent of the value)

M
)"for the Hubble constant or the calibration of the SN Ia

absolute magnitude.
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FIG. 7.ÈJoint conÐdence intervals for from SNe Ia. The solid()
M

, )")
contours are results from the template-Ðtting method applied to well-
observed SNe Ia light curves together with the snapshot method et(Riess
al. applied to incomplete SNe Ia light curves. The dotted contours1998b)
are for the same objects excluding the unclassiÐed SN 1997ck (z\ 0.97).
Regions representing speciÐc cosmological scenarios are illustrated. Con-
tours are closed by their intersection with the line )

M
\ 0.

Perlmutter et al, 1999 Riess et al, 1998
M. Betoule et al.: Joint cosmological analysis of the SNLS and SDSS SNe Ia

Table 13. Best fit parameters for the o-⇤CDM cosmological model.

⌦m ⌦k H0 ⌦bh2 ↵ � M1
B �M �2/d.o.f.

Planck+WP+BAO+JLA 0.305 ± 0.010 0.002 ± 0.003 68.34 ± 1.03 0.0221 ± 0.0003 0.141 ± 0.006 3.099 ± 0.074 �19.10 ± 0.03 �0.070 ± 0.023 684.1/738
Planck+WP+BAO 0.306 ± 0.010 0.002 ± 0.003 68.25 ± 1.06 0.0221 ± 0.0003
Planck+WP+SDSS 0.397 ± 0.108 �0.019 ± 0.026 59.93 ± 8.17 0.0221 ± 0.0003 0.145 ± 0.008 3.115 ± 0.108 �19.34 ± 0.27 �0.091 ± 0.031 350.7/369
Planck+WP+SDSS+SNLS 0.309 ± 0.046 0.001 ± 0.011 67.94 ± 5.15 0.0221 ± 0.0003 0.140 ± 0.007 3.141 ± 0.082 �19.10 ± 0.15 �0.072 ± 0.025 577.9/608
Planck+WP+JLA 0.292 ± 0.037 0.005 ± 0.009 69.85 ± 4.44 0.0221 ± 0.0003 0.141 ± 0.006 3.102 ± 0.075 �19.05 ± 0.12 �0.070 ± 0.023 682.9/735
Planck+WP+C11 0.244 ± 0.047 0.015 ± 0.010 76.48 ± 7.36 0.0221 ± 0.0003 1.708 ± 0.156 3.306 ± 0.109 �18.96 ± 0.19 �0.045 ± 0.024 395.1/468

Table 14. Best fit parameters for the flat w-CDM cosmological model.

⌦m w H0 ⌦bh2 ↵ � M1
B �M �2/d.o.f.

Planck+WP+BAO+JLA 0.303 ± 0.012 �1.027 ± 0.055 68.50 ± 1.27 0.0221 ± 0.0003 0.141 ± 0.006 3.102 ± 0.075 �19.10 ± 0.03 �0.070 ± 0.023 684.1/738
Planck+WP+BAO 0.295 ± 0.020 �1.075 ± 0.109 69.57 ± 2.54 0.0220 ± 0.0003
Planck+WP+SDSS 0.341 ± 0.039 �0.906 ± 0.123 64.68 ± 3.56 0.0221 ± 0.0003 0.145 ± 0.008 3.116 ± 0.108 �19.17 ± 0.10 �0.091 ± 0.031 350.7/369
Planck+WP+SDSS+SNLS 0.314 ± 0.020 �0.994 ± 0.069 67.32 ± 1.98 0.0221 ± 0.0003 0.140 ± 0.007 3.139 ± 0.082 �19.12 ± 0.05 �0.072 ± 0.025 577.9/608
Planck+WP+JLA 0.307 ± 0.017 �1.018 ± 0.057 68.07 ± 1.63 0.0221 ± 0.0003 0.141 ± 0.006 3.100 ± 0.075 �19.11 ± 0.04 �0.070 ± 0.023 683.0/735
WMAP9+JLA+BAO 0.296 ± 0.012 �0.979 ± 0.063 68.19 ± 1.33 0.0224 ± 0.0005 0.141 ± 0.006 3.099 ± 0.075 �19.10 ± 0.03 �0.070 ± 0.023 684.4/738
Planck+WP+C11 0.288 ± 0.021 �1.093 ± 0.078 70.33 ± 2.34 0.0221 ± 0.0003 1.707 ± 0.156 3.306 ± 0.109 �19.15 ± 0.05 �0.043 ± 0.024 395.4/468

Table 15. Best fit parameters for the flat wz-CDM cosmological model. The point (w0, wa) = (�1, 0) corresponds to the cosmological constant
hypothesis.

⌦m w0 wa H0 ⌦bh2 ↵ � M1
B �M �2/d.o.f.

Planck +WP + BAO + JLA 0.304 ± 0.012 �0.957 ± 0.124 �0.336 ± 0.552 68.59 ± 1.27 0.0220 ± 0.0003 0.141 ± 0.006 3.099 ± 0.075 �19.09 ± 0.04 �0.070 ± 0.023 683.7/737
Planck +WP + BAO 0.291 ± 0.042 �1.134 ± 0.490 0.167 ± 1.318 70.09 ± 5.05 0.0221 ± 0.0003
Planck +WP + BAO + SDSS 0.315 ± 0.019 �0.848 ± 0.200 �0.582 ± 0.702 67.31 ± 2.04 0.0220 ± 0.0003 0.145 ± 0.008 3.126 ± 0.108 �19.09 ± 0.05 �0.091 ± 0.031 352.0/371
Planck +WP + JLA 0.296 ± 0.022 �0.886 ± 0.206 �0.698 ± 1.090 69.36 ± 2.40 0.0221 ± 0.0003 0.141 ± 0.006 3.099 ± 0.075 �19.06 ± 0.08 �0.070 ± 0.023 682.6/734
Planck +WP + BAO + C11 0.293 ± 0.014 �1.073 ± 0.146 �0.066 ± 0.563 69.90 ± 1.64 0.0220 ± 0.0003 1.706 ± 0.156 3.307 ± 0.109 �19.15 ± 0.04 �0.044 ± 0.025 396.4/470

with zdrag computed from the Eisenstein & Hu (1998) fit-
ting formulae, dbao

z = (0.336, 0.1126, 0.07315) and C�1
bao =

diag(4444, 215156, 721487).

7.2. Constraints on cosmological parameters for various dark
energy models

We consider three alternatives to the base ⇤CDM model:

– The one-parameter extension allowing for non-zero spatial
curvature ⌦k, labeled o-⇤CDM.

– The one-parameter extension allowing for dark energy in a
spatially flat universe with an arbitrary constant equation of
state parameter w, labeled w-CDM.

– The two-parameter extension allowing for dark energy in a
spatially flat universe with a time varying equation of state
parameter parameterized as w(a) = w0 + wa(1 � a) with a =
1/(1 + z) (Linder 2003) and labeled wz-CDM.

We follow the assumptions of Planck Collaboration XVI (2014)
to achieve consistency with our prior. In particular we assume
massive neutrinos can be approximated as a single massive
eigenstate with m⌫ = 0.06 eV and an e↵ective energy density
when relativistic:

⇢⌫ = Ne↵
7
8

 
4
11

!4/3

⇢� (24)

with ⇢� the radiation energy density and Ne↵ = 3.046. We use
Tcmb = 2.7255 K for the CMB temperature today.

Best-fit parameters for di↵erent probe combinations are
given in Tables 13–15. Errors quoted in the tables are 1�
Cramér-Rao lower bounds from the approximate Fisher
Information Matrix. Confidence contours corresponding
to ��2 = 2.28 (68%) and ��2 = 6 (95%) are shown in

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

⌦m

0.0

0.2

0.4

0.6

0.8

1.0

⌦
⇤

JLA
Planck+WP
Planck+WP+BAO
C11

Fig. 15. 68% and 95% confidence contours (including systematic un-
certainty) for the⌦m and⌦⇤ cosmological parameters for the o-⇤CDM
model. Labels for the various datasets correspond to the present SN Ia
compilation (JLA), the Conley et al. (2011) SN Ia compilation (C11),
the combination of Planck temperature and WMAP polarization mea-
surements of the CMB fluctuation (Planck+WP), and a combination of
measurements of the BAO scale (BAO). See Sect. 7.1 for details. The
black dashed line corresponds to a flat universe.

Figs. 15�17. For all studies involving SNe Ia, we used like-
lihood functions similar to Eq. (15), with both statistical and
systematic uncertainties included in the computation of C. We
also performed fits involving the SNLS+SDSS subsample and
the C11 “SALT2” sample for comparison (see Sect. 6).

In all cases the combination of our supernova sample
with the two other probes is compatible with the cosmo-
logical constant solution in a flat universe, which could
have been anticipated from the agreement between CMB and

A22, page 21 of 32

Betoule et al, 2014

SNLS + SDSS
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What could be Dark Energy?

Pure cosmological constant?, vacuum energy?, quintessence?, 
Modification of gravity?, ...
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Fig. 16. Confidence contours at 68% and 95% (including systematic
uncertainty) for the ⌦m and w cosmological parameters for the flat
w-⇤CDM model. The black dashed line corresponds to the cosmologi-
cal constant hypothesis.

SN Ia measurements of ⇤CDM parameters (see Sect. 6.6). This
concordance is the main result of the present paper. We note
that this conclusion still holds if we use the WMAP CMB tem-
perature measurement in place of the Planck measurement (see
Table 14).

For the w-CDM model, in combination with Planck, we
measure w = �1.018 ± 0.057. This represents a substan-
tial improvement in uncertainty (30%) over the combination
Planck+WP+C11 (w = �1.093 ± 0.078 ). The ⇠1� (stat+sys)
change in w is caused primarily by the recalibration of the SNLS
sample as discussed in detail in Sect. 6. The improvement in
errors is due to the inclusion of the full SDSS-II spectroscopic
sample and to the reduction in systematic errors due to the joint
recalibration of the SDSS-II and SNLS surveys. As an illustra-
tion of the relative influence of those two changes, using the
C11 calibration uncertainties would increase the uncertainty of
w to 6.5%.

Interestingly, the CMB+SNLS+SDSS combination delivers
a competitive measurement of w with an accuracy of 6.9%, de-
spite the absence of the low-z SNe Ia. This measurement is ex-
pected to be robust since the dominant systematic uncertainty
(photometric calibration error) was the subject of careful review
in the joint analysis of the SDSS-II and SNLS surveys. This
subsample is also likely to be less sensitive to errors in the en-
vironmental dependence of the SN Ia luminosity as the distri-
bution of SNLS and SDSS host properties are closer than are
the distribution of SNLS and low-z surveys. As an illustration,
fitting the w-CDM model to the CMB+SNLS+SDSS data, and
imposing �M = 0, provides w = �0.996 ± 0.069, a small shift
(�w < 0.003) with respect to the value reported for the same
sample and �M = �0.070 ± 0.023 in Table 14.

Combined with CMB and BAO, SNe Ia yields a 5.4% mea-
surement of w which represents significantly tighter constraint
than what can be obtained from CMB and BAO alone (11.0%).
The combination of CMB, BAO and SNe Ia constrains models
with a varying equation of state w = �0.957 ± 0.124 and wa =
�0.336 ± 0.552 (see Table 15), yielding a figure of merit as de-
fined by the dark energy task force (DETF; Albrecht et al. 2006)
of 31.3. This is a factor 2 improvement in the FoM with respect
to the C11+DR7+WMAP7 combination considered in Sullivan
et al. (2011). This gain is attributable, for roughly equal parts, to
our improvement in SN measurements and to the improvement
in CMB and BAO external constraints.
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Fig. 17. Confidence contours at 68% and 95% (including systematic
uncertainty) for the w and wa cosmological parameters for the flat
w-⇤CDM model.

Finally, the combination of CMB, BAO and SN Ia data con-
strains the value of the Hubble parameter H0 at better than
2% even in generic dark energy models. Our result, H0 =
68.50 ± 1.27 km s�1 Mpc�1, is slightly lower (1.9�) than the di-
rect measurement of H0 = 73.8 ± 2.4 km s�1 Mpc�1 given in
Riess et al. (2011). A recalibration of the absolute distance of
NGC 4258, one of the three distance anchors involved in this
direct measurement, is given in Humphreys et al. (2013). They
report a slightly smaller value determined from this anchor H0 =
72.0 ± 3.0 km s�1 Mpc�1. In addition, Efstathiou (2014) sug-
gests that possible biases were introduced in the Cepheid period-
luminosity relation by subluminous low metallicity Cepheids
and shows some sensitivity of the results to outlier rejections.
He finds, using a revised outlier rejection algorithm, H0 =
70.6 ± 3.3 km s�1 Mpc�1, using only the recalibrated NGC 4258
distance anchor and H0 = 72.5 ± 2.5 km s�1 Mpc�1 combining
the three anchors. In conclusion, the recalibrated direct mea-
surement of H0 improves agreement (1.4�) with our indirect
determination.

8. Summary and perspectives
We have reported improved cosmological constraints from the
Hubble diagram of type Ia supernovae, based on a joint analysis
of the SNLS and SDSS-II SN Ia samples. These results are based
on combining the SN Ia compilation assembled in Conley et al.
(2011) by SNLS with the full SDSS-II three-year SN Ia sample
(Sako et al. 2014). We have explicitly chosen not to include all
newly available SN Ia data, and instead focus on the control of
systematic uncertainties.

The results obtained here benefit from joint SNLS/SDSS
analyses addressing dominant systematic issues. The e↵ects of
the systematic studies on the cosmological parameters were un-
known until the systematic studies were completed; in this sense,
our analysis is a “blind” analysis. The largest systematic error
has been reduced by the notable improvement in the accuracy of
the SNLS and SDSS photometric calibration that resulted from
a joint analysis of the calibration data of both surveys (Betoule
et al. 2013). The other major improvement was the result of
detailed investigations of systematic uncertainties and biases
associated with the model of the type-Ia supernovae spectral evo-
lution (Kessler et al. 2013; Mosher et al. 2014). In particular,
Mosher et al. (2014) performs a thorough analysis of the SALT2
light-curve model (Guy et al. 2007) used in the present anal-
ysis. Thanks to these analyses we are able to derive distances
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consistent with both flat models and models with!" ¼ 0. If we
allow for a large SZ signal, then the WMAP data alone favor a
model with !K ¼ "0:04; however, this model is not consistent
with other astronomical data.

The combination of WMAP data and other astronomical data
places strong constraints on the geometry of the universe (see
Table 12):

1. The angular scale of the baryon acoustic oscillation (BAO)
peak in the SDSS LRG sample (Eisenstein et al. 2005) measures
the distance to z ¼ 0:35. The combination of the BAO and CMB
observations strongly constrain the geometry of the universe.
The position of the peak in the galaxy spectrum in the SDSS and
2dFGRS surveys provide local measurements of the angular di-
ameter distance.

2. Figure 21 shows that the Hubble constant varies along this
line, so that the HST Key Project constraint on the Hubble con-
stant leads to a strong bound on the curvature.

3. SNe observations measure the luminosity distance to z # 1.
The combination of SNe data and CMB data also favors a nearly
flat universe.

The strong limits quoted in Table 12 rely on our assumption
that the dark energy has the equation of state, w ¼ "1. In x 7.1,
we discussed relaxing this assumption and assuming that w is a
constant. Figure 15 shows that by using the combination of CMB,
large-scale structure, and supernova data, we can simultaneously
constrain both !k and w. This figure confirms that our minimal
model, !k ¼ 0, and w ¼ "1 is consistent with the current data.

8. ARE CMB FLUCTUATIONS GAUSSIAN?

The detection of primordial non-Gaussian fluctuations in the
CMBwould have a profound impact on our understanding of the
physics of the early universe. While the simplest inflationary
models predict only mild non-Gaussianities that should be un-
detectable in theWMAP data, there are a wide range of plausible
mechanisms for generating significant and detectable non-Gaussian
fluctuations (see Bartolo et al. 2004a for a recent review). There
are a number of plausible extensions of the standard inflationary
model (Lyth et al. 2003; Dvali et al. 2004; Bartolo et al. 2004b)
or alternative early universe models (Arkani-Hamed et al. 2004;
Alishahiha et al. 2004) that predict skewed primordial fluctuations
at a level detectable byWMAP.

There are other cosmological mechanisms for generating non-
Gaussianity. The smallness of the CMB quadrupole seen by both
WMAP and COBE has stimulated interest in the possibility that
the universe may be finite (Luminet et al. 2003; Aurich et al.
2005). If the universe were finite and had a size comparable to
horizon size today, then the CMB fluctuations would be non-
Gaussian (Cornish et al. 1996; Levin et al. 1997; Bond et al. 2000;
Inoue et al. 2000).While analysis of the first-year data did not find
any evidence for a finite universe (Phillips &Kogut 2006; Cornish

et al. 2004), these searches were nonexhaustive so the data rule
out most but not all small universes.
Using an analysis of Minkowski functionals, Komatsu et al.

(2003) did not find evidence for statistically isotropic but non-
Gaussian fluctuations in the first-year sky maps. The Colley &
Gott (2003) reanalysis of the maps confirmed the conclusion that
there was no evidence of non-Gaussianity. Eriksen et al. (2004b)
measured the Minkowski functionals and the length of the skel-
eton for the first-year maps on 11 different smoothing scales.
While they found no evidence for deviations from non-Gaussianity
using theMinkowski area,Minkowski length, and the length of the
skeleton, they did find an intriguingly high!2 for the genus statistic.
For a broad class of theories, we can parameterize the effects

of nonlinear physics by a simple coupling term that couples a
Gaussian random field,  , to the Bardeen curvature potential,#:

#(x) ¼  (x)þ fNL 
2(x): ð16Þ

Simple inflationary models based on a single slowly rolling sca-
lar field with the canonical kinetic Lagrangian predict j fNLj<1
(Maldacena 2003; Bartolo et al. 2004a); however, curvaton infla-
tion (Lyth et al. 2003), ghost inflation (Arkani-Hamed et al. 2004),
and Dirac-Born-Infeld (DBI) inflation models (Alishahiha et al.
2004) can generate much larger non-Gaussianity, j fNLj# 100.
Using the WMAP first-year data, Komatsu et al. (2003) con-
strained "54< fNL< 134 at the 95% confidence level. Several
different groups (Gaztañaga &Wagg 2003; Mukherjee &Wang
2003; Cabella et al. 2004; Phillips & Kogut 2006; Creminelli
et al. 2006) have applied alternative techniques to measure fNL
from the maps and have similar limits on fNL. Babich et al. (2004)
note that these limits are sensitive to the physics that generated the
non-Gaussianity as different mechanisms predict different forms
for the bispectrum.
Since the release of theWMAP data, several groups have claimed

detections of significant non-Gaussianities (Tegmark et al. 2003;

Fig. 21.—Range of nonflat cosmological models consistent with theWMAP
data only. The models in the figure are all power-law CDMmodels with dark en-
ergy and dark matter, but without the constraint that !m þ !" ¼ 1 (model M10
in Table 3). The different colors correspond to values of the Hubble constant as
indicated in the figure.Whilemodelswith!" ¼ 0 are not disfavored by theWMAP
data only ($!2

eA ¼ 0; model M4 in Table 3), the combination ofWMAP data plus
measurements of the Hubble constant strongly constrain the geometry and com-
position of the universe within the framework of these models. The dashed line
shows an approximation to the degeneracy track: !K ¼ "0:3040þ 0:4067!".
Note that for these open universe models, we assume a flat prior on!".

TABLE 12

Joint Data Set Constraints on Geometry and Vacuum Energy

Data Set !K !"

WMAP + h = 0.72 ' 0.08 ....... "0.014 ' 0.017 0.716 ' 0.055

WMAP + SDSS......................... "0:0053þ0:0068
"0:0060 0.707 ' 0.041

WMAP + 2dFGRS .................... "0:0093þ0:0098
"0:0092 0:745þ0:025

"0:024

WMAP + SDSS LRG ............... "0.012 ' 0.010 0.728 ' 0.021

WMAP + SNLS ........................ "0.011 ' 0.012 0.738 ' 0.030

WMAP + SNGold ..................... "0.023 ' 0.014 0.700 ' 0.031
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consistent with both flat models and models with!" ¼ 0. If we
allow for a large SZ signal, then the WMAP data alone favor a
model with !K ¼ "0:04; however, this model is not consistent
with other astronomical data.

The combination of WMAP data and other astronomical data
places strong constraints on the geometry of the universe (see
Table 12):

1. The angular scale of the baryon acoustic oscillation (BAO)
peak in the SDSS LRG sample (Eisenstein et al. 2005) measures
the distance to z ¼ 0:35. The combination of the BAO and CMB
observations strongly constrain the geometry of the universe.
The position of the peak in the galaxy spectrum in the SDSS and
2dFGRS surveys provide local measurements of the angular di-
ameter distance.

2. Figure 21 shows that the Hubble constant varies along this
line, so that the HST Key Project constraint on the Hubble con-
stant leads to a strong bound on the curvature.

3. SNe observations measure the luminosity distance to z # 1.
The combination of SNe data and CMB data also favors a nearly
flat universe.

The strong limits quoted in Table 12 rely on our assumption
that the dark energy has the equation of state, w ¼ "1. In x 7.1,
we discussed relaxing this assumption and assuming that w is a
constant. Figure 15 shows that by using the combination of CMB,
large-scale structure, and supernova data, we can simultaneously
constrain both !k and w. This figure confirms that our minimal
model, !k ¼ 0, and w ¼ "1 is consistent with the current data.

8. ARE CMB FLUCTUATIONS GAUSSIAN?

The detection of primordial non-Gaussian fluctuations in the
CMBwould have a profound impact on our understanding of the
physics of the early universe. While the simplest inflationary
models predict only mild non-Gaussianities that should be un-
detectable in theWMAP data, there are a wide range of plausible
mechanisms for generating significant and detectable non-Gaussian
fluctuations (see Bartolo et al. 2004a for a recent review). There
are a number of plausible extensions of the standard inflationary
model (Lyth et al. 2003; Dvali et al. 2004; Bartolo et al. 2004b)
or alternative early universe models (Arkani-Hamed et al. 2004;
Alishahiha et al. 2004) that predict skewed primordial fluctuations
at a level detectable byWMAP.

There are other cosmological mechanisms for generating non-
Gaussianity. The smallness of the CMB quadrupole seen by both
WMAP and COBE has stimulated interest in the possibility that
the universe may be finite (Luminet et al. 2003; Aurich et al.
2005). If the universe were finite and had a size comparable to
horizon size today, then the CMB fluctuations would be non-
Gaussian (Cornish et al. 1996; Levin et al. 1997; Bond et al. 2000;
Inoue et al. 2000).While analysis of the first-year data did not find
any evidence for a finite universe (Phillips &Kogut 2006; Cornish

et al. 2004), these searches were nonexhaustive so the data rule
out most but not all small universes.
Using an analysis of Minkowski functionals, Komatsu et al.

(2003) did not find evidence for statistically isotropic but non-
Gaussian fluctuations in the first-year sky maps. The Colley &
Gott (2003) reanalysis of the maps confirmed the conclusion that
there was no evidence of non-Gaussianity. Eriksen et al. (2004b)
measured the Minkowski functionals and the length of the skel-
eton for the first-year maps on 11 different smoothing scales.
While they found no evidence for deviations from non-Gaussianity
using theMinkowski area,Minkowski length, and the length of the
skeleton, they did find an intriguingly high!2 for the genus statistic.
For a broad class of theories, we can parameterize the effects

of nonlinear physics by a simple coupling term that couples a
Gaussian random field,  , to the Bardeen curvature potential,#:

#(x) ¼  (x)þ fNL 
2(x): ð16Þ

Simple inflationary models based on a single slowly rolling sca-
lar field with the canonical kinetic Lagrangian predict j fNLj<1
(Maldacena 2003; Bartolo et al. 2004a); however, curvaton infla-
tion (Lyth et al. 2003), ghost inflation (Arkani-Hamed et al. 2004),
and Dirac-Born-Infeld (DBI) inflation models (Alishahiha et al.
2004) can generate much larger non-Gaussianity, j fNLj# 100.
Using the WMAP first-year data, Komatsu et al. (2003) con-
strained "54< fNL< 134 at the 95% confidence level. Several
different groups (Gaztañaga &Wagg 2003; Mukherjee &Wang
2003; Cabella et al. 2004; Phillips & Kogut 2006; Creminelli
et al. 2006) have applied alternative techniques to measure fNL
from the maps and have similar limits on fNL. Babich et al. (2004)
note that these limits are sensitive to the physics that generated the
non-Gaussianity as different mechanisms predict different forms
for the bispectrum.
Since the release of theWMAP data, several groups have claimed

detections of significant non-Gaussianities (Tegmark et al. 2003;

Fig. 21.—Range of nonflat cosmological models consistent with theWMAP
data only. The models in the figure are all power-law CDMmodels with dark en-
ergy and dark matter, but without the constraint that !m þ !" ¼ 1 (model M10
in Table 3). The different colors correspond to values of the Hubble constant as
indicated in the figure.Whilemodelswith!" ¼ 0 are not disfavored by theWMAP
data only ($!2

eA ¼ 0; model M4 in Table 3), the combination ofWMAP data plus
measurements of the Hubble constant strongly constrain the geometry and com-
position of the universe within the framework of these models. The dashed line
shows an approximation to the degeneracy track: !K ¼ "0:3040þ 0:4067!".
Note that for these open universe models, we assume a flat prior on!".

TABLE 12

Joint Data Set Constraints on Geometry and Vacuum Energy

Data Set !K !"

WMAP + h = 0.72 ' 0.08 ....... "0.014 ' 0.017 0.716 ' 0.055

WMAP + SDSS......................... "0:0053þ0:0068
"0:0060 0.707 ' 0.041

WMAP + 2dFGRS .................... "0:0093þ0:0098
"0:0092 0:745þ0:025

"0:024

WMAP + SDSS LRG ............... "0.012 ' 0.010 0.728 ' 0.021

WMAP + SNLS ........................ "0.011 ' 0.012 0.738 ' 0.030

WMAP + SNGold ..................... "0.023 ' 0.014 0.700 ' 0.031

SPERGEL ET AL.398 Vol. 170

Spergel et al., 07

WMAP

Model 1

Model 2

Lensed TT

WMAP Planck

Dark Energy has no direct effect on the CMB anisotropies at recombination. 
Its effect are mainly geometrical but are degenated with other paramters

Parameter degeneracies



0.2 0.4 0.6 0.8 1.0
⌦m

0.30

0.45

0.60

0.75

⌦
⇤

40

45

50

55

60

65

70

75

H
0

consistent with both flat models and models with!" ¼ 0. If we
allow for a large SZ signal, then the WMAP data alone favor a
model with !K ¼ "0:04; however, this model is not consistent
with other astronomical data.

The combination of WMAP data and other astronomical data
places strong constraints on the geometry of the universe (see
Table 12):

1. The angular scale of the baryon acoustic oscillation (BAO)
peak in the SDSS LRG sample (Eisenstein et al. 2005) measures
the distance to z ¼ 0:35. The combination of the BAO and CMB
observations strongly constrain the geometry of the universe.
The position of the peak in the galaxy spectrum in the SDSS and
2dFGRS surveys provide local measurements of the angular di-
ameter distance.

2. Figure 21 shows that the Hubble constant varies along this
line, so that the HST Key Project constraint on the Hubble con-
stant leads to a strong bound on the curvature.

3. SNe observations measure the luminosity distance to z # 1.
The combination of SNe data and CMB data also favors a nearly
flat universe.

The strong limits quoted in Table 12 rely on our assumption
that the dark energy has the equation of state, w ¼ "1. In x 7.1,
we discussed relaxing this assumption and assuming that w is a
constant. Figure 15 shows that by using the combination of CMB,
large-scale structure, and supernova data, we can simultaneously
constrain both !k and w. This figure confirms that our minimal
model, !k ¼ 0, and w ¼ "1 is consistent with the current data.

8. ARE CMB FLUCTUATIONS GAUSSIAN?

The detection of primordial non-Gaussian fluctuations in the
CMBwould have a profound impact on our understanding of the
physics of the early universe. While the simplest inflationary
models predict only mild non-Gaussianities that should be un-
detectable in theWMAP data, there are a wide range of plausible
mechanisms for generating significant and detectable non-Gaussian
fluctuations (see Bartolo et al. 2004a for a recent review). There
are a number of plausible extensions of the standard inflationary
model (Lyth et al. 2003; Dvali et al. 2004; Bartolo et al. 2004b)
or alternative early universe models (Arkani-Hamed et al. 2004;
Alishahiha et al. 2004) that predict skewed primordial fluctuations
at a level detectable byWMAP.

There are other cosmological mechanisms for generating non-
Gaussianity. The smallness of the CMB quadrupole seen by both
WMAP and COBE has stimulated interest in the possibility that
the universe may be finite (Luminet et al. 2003; Aurich et al.
2005). If the universe were finite and had a size comparable to
horizon size today, then the CMB fluctuations would be non-
Gaussian (Cornish et al. 1996; Levin et al. 1997; Bond et al. 2000;
Inoue et al. 2000).While analysis of the first-year data did not find
any evidence for a finite universe (Phillips &Kogut 2006; Cornish

et al. 2004), these searches were nonexhaustive so the data rule
out most but not all small universes.
Using an analysis of Minkowski functionals, Komatsu et al.

(2003) did not find evidence for statistically isotropic but non-
Gaussian fluctuations in the first-year sky maps. The Colley &
Gott (2003) reanalysis of the maps confirmed the conclusion that
there was no evidence of non-Gaussianity. Eriksen et al. (2004b)
measured the Minkowski functionals and the length of the skel-
eton for the first-year maps on 11 different smoothing scales.
While they found no evidence for deviations from non-Gaussianity
using theMinkowski area,Minkowski length, and the length of the
skeleton, they did find an intriguingly high!2 for the genus statistic.
For a broad class of theories, we can parameterize the effects

of nonlinear physics by a simple coupling term that couples a
Gaussian random field,  , to the Bardeen curvature potential,#:

#(x) ¼  (x)þ fNL 
2(x): ð16Þ

Simple inflationary models based on a single slowly rolling sca-
lar field with the canonical kinetic Lagrangian predict j fNLj<1
(Maldacena 2003; Bartolo et al. 2004a); however, curvaton infla-
tion (Lyth et al. 2003), ghost inflation (Arkani-Hamed et al. 2004),
and Dirac-Born-Infeld (DBI) inflation models (Alishahiha et al.
2004) can generate much larger non-Gaussianity, j fNLj# 100.
Using the WMAP first-year data, Komatsu et al. (2003) con-
strained "54< fNL< 134 at the 95% confidence level. Several
different groups (Gaztañaga &Wagg 2003; Mukherjee &Wang
2003; Cabella et al. 2004; Phillips & Kogut 2006; Creminelli
et al. 2006) have applied alternative techniques to measure fNL
from the maps and have similar limits on fNL. Babich et al. (2004)
note that these limits are sensitive to the physics that generated the
non-Gaussianity as different mechanisms predict different forms
for the bispectrum.
Since the release of theWMAP data, several groups have claimed

detections of significant non-Gaussianities (Tegmark et al. 2003;

Fig. 21.—Range of nonflat cosmological models consistent with theWMAP
data only. The models in the figure are all power-law CDMmodels with dark en-
ergy and dark matter, but without the constraint that !m þ !" ¼ 1 (model M10
in Table 3). The different colors correspond to values of the Hubble constant as
indicated in the figure.Whilemodelswith!" ¼ 0 are not disfavored by theWMAP
data only ($!2

eA ¼ 0; model M4 in Table 3), the combination ofWMAP data plus
measurements of the Hubble constant strongly constrain the geometry and com-
position of the universe within the framework of these models. The dashed line
shows an approximation to the degeneracy track: !K ¼ "0:3040þ 0:4067!".
Note that for these open universe models, we assume a flat prior on!".

TABLE 12

Joint Data Set Constraints on Geometry and Vacuum Energy

Data Set !K !"

WMAP + h = 0.72 ' 0.08 ....... "0.014 ' 0.017 0.716 ' 0.055

WMAP + SDSS......................... "0:0053þ0:0068
"0:0060 0.707 ' 0.041

WMAP + 2dFGRS .................... "0:0093þ0:0098
"0:0092 0:745þ0:025

"0:024

WMAP + SDSS LRG ............... "0.012 ' 0.010 0.728 ' 0.021

WMAP + SNLS ........................ "0.011 ' 0.012 0.738 ' 0.030

WMAP + SNGold ..................... "0.023 ' 0.014 0.700 ' 0.031
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Large-scale structure will provide constraints on cosmology from 

Geometry

Parameters degeneracies

- The scale of the sound horizon at recombination is imprinted 
in the matter distribution: Baryonic Acoustic Oscillations
- Distances

Structure growth

- Dark Energy, hence acceleration of the expansion will 
impede structure formation

So... Let’s observe those galaxies!



The Dark Energy Survey
The Dark Energy Survey

Optical/IR imaging survey with the Blanco 4m telescope at Cerro Tololo Inter-American 
Observatory(CTIO) in Chile

5000 sq-deg (1/8 of the sky) in grizY bands (2500 sq-deg overlapping with SPT survey) + 
30 sq-deg time-domain griz (SNe)

New 570 Mpx camera with 3 sq-deg FoV, DECam

Up to 24th magnitude (z~1.5)

Monday, September 8, 2014

New camera mounted on the 4m Blanco telecope at 
Cerro-Tololo Inter-American Observatory in Chili  



The DES Collaboration  
~300 scientists from 28 institutions from around the world

facebook.com/darkenergysurvey 
http://darkenergysurvey.org
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        USA: Fermilab, UIUC/NCSA, University of 
Chicago, LBNL, NOAO, University of Michigan, 
University of Pennsylvania, Argonne National 
Laboratory, Ohio State University, Santa Cruz/
SLAC/Stanford Consortium, Texas A&M University, 
CTIO (in Chile

        Spain Consortium: 
CIEMAT (Madrid), ICE, IFAE 
(Barcelona)

        UK Consortium: UCL, Cambridge, 
Edinburgh, Portsmouth, Sussex, Nottingham

       Germany: Munich

        Brazil Consortium

        Switzerland: ETH Zurich
4m Blanco 
telescope at 
CTIO

15

          Participation from 
a few individuals...



What is DES ?

DES will provide
 10,000 of these 0.5 sq. deg. tiles

DES is:
• 1’’ resolution picture of the sky (pixel size 0.26’’)
• 5000 sq. deg. (1/8th of the sky) 
• Five photometric bands (grizY)
• 24th magnitude (galaxies,10σ)

0.73 deg

16

~ 1-2 mag deeper than SDSS
  25 larger than CFHTlens



What is DES ?

Supplemented by:
• 2500 sq. deg. South Pole Telescope
• Vista Hemisphere Survey (JHK)

17

SPT 
region 

Galactic
 plane 

DES is:
• 1’’ resolution picture of the sky (pixel size 0.26’’)
• 5000 sq. deg. (1/8th of the sky) 
• Five photometric bands (grizY)
• 24th magnitude (galaxies,10σ)



What is DES ?

Supplemented by:
• 2500 sq. deg. South Pole Telescope
• Vista Hemisphere Survey (JHK)

DECam:
• 570 Mpixels, 62 CCD
• 3 sq. deg. field of view

DECam detectors

• 570 Mpixels
• Thick, fully-depleted CCDs

– Very high Q.E in the red
– Very little fringing in i and z
– Care should be taken with strong lighting 

(super-saturation)
– Significant distortion of the pixel grid due 

to lateral electric field variations
• Static:  resistivity  variations  (“tree-rings”)
• Dynamic:  “brighter-fatter”  effect

– Large cosmic ray trails

Journées EUCLID France- Lyon 2014
Ohio State University
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DES is:
• 1’’ resolution picture of the sky (pixel size 0.26’’)
• 5000 sq. deg. (1/8th of the sky) 
• Five photometric bands (grizY)
• 24th magnitude (galaxies,10σ)



Galaxy Clusters (distance, structure growth)
ten of thousands of clusters up to z~1
synergies with SPT, VHS

4 probes of Dark Energy

19

Method σ ("DE) σ (w0) σ (wa) z p σ (wp) [σ (wa)σ (wp)]−1
BAO 0.010 0.097 0.408 0.29 0.034 72.8
Clusters 0.006 0.083 0.287 0.38 0.023 152.4

Weak Lensing 0.007 0.077 0.252 0.40 0.025 155.8
Supernovae 0.008 0.094 0.401 0.29 0.023 107.5

Combined DES 0.004 0.061 0.217 0.37 0.018 263.7
DETF Stage II Combined 0.012 0.112 0.498 0.27 0.035 57.9

Table 1: 68% CL marginalized forecast errorbars for the 4 DES probes on the dark energy density and
equation of state parameters, in each case including Planck priors and the DETF Stage II constraints. The
last column is the DETF FoM; z p is the pivot redshift. Stage II constraints used here agree with those in the
DETF report to better than 10%.

equation of state function w(a). The four techniques in DES employ different combinations of geometric
and structure-growth based probes, so that comparisons of the results will enable us to constrain departures
from GR.

2. Galaxy Clusters
Massive structures observed in the Universe today bear the marks of three influences: the spectrum of

initial density perturbations, the physics of gravitational collapse, and the dynamically evolving underlying
metric. Galaxy clusters, the largest virialized objects in the mass distribution, are a particularly tractable tar-
get for observations of structure and its evolution over cosmic time. For any set of cosmological parameters,
the growth of cluster-sized dark matter haloes as a function of redshift and mass can be precisely predicted
from N-body simulations. Comparing these predictions to observations of the real universe provides con-
straints on cosmology (Allen et al. 2003; Bahcall et al. 2003; Gladders et al. 2007). Large cluster surveys
that extend to intermediate or high redshift can in principle provide very precise measurements of the cosmic
expansion history, thereby revealing the nature of dark energy (e.g. Wang & Steinhardt 1998; Haiman et al.
2001).

A basic example of one such comparison is the redshift distribution of clusters in a survey that finds
systems of mass M with efficiency f (M, z) at redshift z:

d2N (z)
dzd"

=
c

H(z)
D2A(1+ z)2

∫ ∞

0
f (M, z)

dn(z)
dM

dM , (1)

where dn(z)/dM is the space density of clusters of mass M in comoving coordinates, H(z) is the Hubble
parameter as a function of redshift, and DA(z) is the angular diameter distance. In an ideal case, the detection
probability f (M, z) is approximately a step function with a z−dependent mass threshold Mmin(z).

The cosmological sensitivity of cluster counts arises from two factors:

• Geometry: The volume per unit solid angle and redshift depends sensitively on cosmological param-
eters.

• Abundance Evolution: The evolution of the number density of clusters, dn(z)/dM , depends on the
growth rate of density perturbations, which is determined by the expansion rate H(z) and thereby the
cosmological parameters.

The cluster counting method depends critically on understanding the mapping between confidently pre-
dicted properties such as halo mass and the observed properties of clusters, such as galaxy content, X-ray
emission, Sunyaev-Zeldovich flux decrement, or weak lensing shear. In fact, cosmological sensitivity also
arises here, because the observed flux of a cluster at a particular redshift maps into a luminosity and mass
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Galaxy Clusters (distance, structure growth)
ten of thousands of clusters up to z~1
synergies with SPT, VHS

4 probes of Dark Energy
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Weak lensing (distance, structure growth)
shape and measurements of 200 
millions galaxies

shear, galaxy-shear, and galaxy angular power spectra can be expressed as projections of the corresponding
three-dimensional power spectra (e.g., Hu & Jain 2004),

Cxaxb
l =

∫

dz
H(z)
D2A

Wa(z)Wb(z)Psasb(k = l/DA; z) , (3)

where ! denotes the angular multipole, a, b ∈ {1, 2}, x1 and x2 denote the two-dimensional angular galaxy
(g) and shear (γ ) fields, and s1 and s2 respectively denote the three-dimensional galaxy (g) and mass (m)
density fluctuation fields at redshift z. The weight functionsW1 andW2 encode information about the galaxy
redshift distribution and about the lensing efficiency. The dark energy density and equation of state affect
these angular power spectra through geometric factors, i.e., the Hubble parameter, the angular diameter dis-
tance, and the weight factors, and through the growth of structure, i.e., the redshift- and scale-dependence
of the three-dimensional power spectra Pgg, Pmm , and Pgm . It is also possible to extract a purely geometric
probe of dark energy from the redshift dependence of galaxy-shear correlations (Jain & Taylor 2003; Bern-
stein & Jain 2003; Zhang et al. 2005; Hu & Jain 2004). For a given choice of cosmological parameters,
the shape of the mass power spectrum Pmm is well constrained on large scales by CMB anisotropy data; on
scales below ∼ 10 Mpc it must be computed using N -body simulations (§7.). The power spectra involving
galaxies, Pgg and Pgm , require in addition a model for how luminous galaxies are distributed with respect to
the dark matter, i.e., for the galaxy bias, which we model either with the halo occupation distribution (e.g.,
Yoo et al. 2006) or with some other phenomenological bias model with parameters that are marginalized
over.

For the measurement of the shear power spectrum, the statistical uncertainty is (Kaiser 1992)

#Cγ γ
! =

√

2
(2! + 1) fsky

(

Cγ γ
! +

σ 2(γi )

neff

)

(4)

where fsky is the fraction of sky area covered by the survey (0.12 for DES), σ 2(γi ) is the variance in a single
component of the (two-component) shear, and neff is the effective number density per steradian of galaxies
with well-measured shapes. The first term in brackets, which dominates on large scales, comes from cosmic
variance, and the second, shot-noise term results from both the variance in galaxy ellipticities (“shape noise”)
and from shape-measurement errors due to noise in the images. This expression assumes the shear field is
Gaussian; for the forecasts in §1., we only use information at ! < 1000, where this approximation should be
reasonable. At even smaller angular scales (larger !), the measurement uncertainties in the power spectrum
can be smaller than the theoretical uncertainties due to baryonic effects that are unmodelled in N -body
simulations that contain only dark matter (White 2004; Zhan & Knox 2004; Lin et al. 2006); we will
address this issue through the simulation program described in §7..

In addition to shear-shear and galaxy-shear two-point functions, we can also measure the shear three-
point function or bispectrum as well as various galaxy-shear three-point correlations. Three-point corre-
lations are induced by nonlinear gravitational evolution, and their dependence on cosmological parameters
differs from that of the power spectrum. Inclusion of three-point information therefore improves dark energy
constraints and, more importantly, makes them more robust to systematic errors, which generally affect the
bispectrum differently than the power spectrum (Takada & Jain 2004; Huterer et al 2005); we quantify this
statement below in at the end of §3.2.

3.1 Weak Lensing in DES
The DES will survey an area 30 times larger than any on-going weak lensing survey and measure shapes

for approximately 300 million galaxies. While this greatly reduces statistical uncertainties, we must ensure
that systematic errors in shear measurement, photo-z determination, and cosmological theory do not come to
dominate the dark energy error budget (see §3.2). Because DES will measure shapes for moderately bright
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Weak lensing (distance, structure growth)
shape and measurements of 200 
millions galaxies

Baryonic acoustic Oscillations (distance)
300 millions galaxies to z=1 and beyond

Figure 7: Top panel shows the angular baryonic acoustic oscillations for a redshift slice of thickness !z =

0.1 at z = 1, calculated by dividing the non-linear angular power spectrum Cl for w = −1 (black) and
w = −0.8 (blue) by a linear theory model with no BAO. For this plot, we used halofit (Smith et al. 2003)
to model the non-linear clustering. The red curve shows the effect on the BAO signal in the w = −1 case
when using photo-z’s with standard deviation of σz = 0.05 per galaxy. Bottom panel shows statistical errors
for DES in multipole bins of !l = 30 (dashed lines), compared to the percentage differences of the blue
and red curves of the top panel from the fiducial (black) model.

to sample variance at z = 1.4, so this approach could extend the redshift range, but with steadily decreasing
precision.

The simplest approach to BAO in a multi-band imaging survey is to divide the sample into photo-z
bins and measure the angular power spectrum in each. It is possible that a “global” method that does not
divide the sample into photo-z bins would be better; however, since the typical photo-z error corresponds to
a distance not much smaller than the BAO scale, we expect most of the information in DES to come from
transverse clustering, with little additional information from the galaxy distribution along the line of sight.
The angular power spectrum within a redshift shell can be written as

Ci
gal(l) =

∫ ∞

0
k2dk

2
π
f 2i (l, k)Pgal(k), (5)

where fi (l, k) is the Bessel transform of the radial selection function for redshift shell i (Tegmark et al.
2002, Dodelson et al. 2002).

As an example, the predicted angular power spectrum in a redshift slice of width !z = 0.1 centered
at z = 1 is shown for two dark energy models in the upper panel of Fig. 7; to more clearly display the
BAO signature, a linear perturbation theory power spectrum with w = −1 and no baryons has been divided
out. A change in the dark energy equation of state induces a shift in the positions of the BAO peaks and
troughs. The bottom panel shows the binned statistical errors (dashed curves) compared to the percentage
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can produce the best results. Such combinations have been explored to some extent (e.g.,
SNe+CMB+LSS [3]) but DES is the first experiment to combine all four probes from the same
data set, being able to achieve percent-level uncertainty on w0 and, in addition, measure wa. By
combining the four probes we can measure w0 at 5% and wa at 30% uncertainty level, as shown
in Fig. 1, improving the constraints on the dark energy equation-of-state w(a) by a factor of 3-5
with respect to current experiments. 4

FIG. 2: LEFT: Forecasted 1� constraints on dark energy parameters from the DES probes, including only statistical errors
and assuming �CDM as the true model. From the largest to the smallest ellipse, the probes considered are baryon acoustic
oscillations (black), supernovae (green), cluster counts (magenta), and weak lensing (blue). Each constraint is combined with
a prior expected from Planck CMB measurements; additionally, the supernovae constraint includes an 8% prior on H0.

RIGHT: Same as LEFT but now the true model is assumed to be our toy modified gravity model with � = 0.68.
Shown are the forecasted constraints when we incorrectly attempt to fit a GR+dark energy model to the data. The center of
the weak lensing ellipse has moved to (w0, wa)=(-1.1, 0.47) while the cluster counts ellipse has moved to (-1.19, 0.90). The
probes are seemingly consistent, but we discuss the problems with this interpretation in Section IIIB.

Our first task then is to determine the expected values of the measurements for the four probes in the assumed modi-
fied gravity model and compare those to the predictions in standard GR+Dark energy. We consider a set of 8 standard
cosmological parameters with fiducial values {w0, wa, ⌦DE, ⌦k, h, ⌦b, ns, �8} = {�1, 0, 0.73, 0, 0.72, 0.046, 1, 0.8} where
⌦k is the curvature density, h is the Hubble constant in units of 100 km/s/Mpc, ⌦b is the baryon density, ns is the
slope of the primordial spectrum, and �8 normalizes the matter power spectrum at z = 0. For each probe, we then
compute the constraints including projected priors from the Planck satellite [see e.g. 16]. We include only statistical
errors in the projections for each experiment, therefore our parameter constraints will be optimistic but su�cient for
our goal, which is to compare methods of testing GR.

For two probes, supernovae and BAO, the answer is simple: these probes are sensitive only to background geometry
which is assumed identical in our MG and GR models, so the predictions for the distance moduli (from supernovae)
and correlation function peak (due to BAO) are identical to standard GR and �P = 0. The projected contours
therefore are centered on the point in parameter space corresponding to the fiducial values. The only work that needs
to be done is to determine the Fisher matrix which delineates the allowed region. This has been done before; here we
simply reproduce these results, shown projected onto the (w0, wa) plane in Figure 2. The CMB is mostly insensitive to
our choice of MG since � only determines structure growth in the late Universe. The CMB power spectrum is in fact
a↵ected by gravity modifications via the late Integrated Sachs-Wolfe e↵ect [17, 18] and gravitational lensing, but we
ignore these e↵ects, which should only reduce our sensitivity to MG. Our Planck prior is therefore unchanged between
the GR and MG cases. Only the weak lensing and cluster predictions are significantly changed when comparing GR
to our toy MG model. Details on these calculations and Fisher matrix calculations for all probes are provided in the
appendix.

DES expected measurements

w0

wa

BAO
SNe
Clusters
WL
Combined

LSS

Figure 1. Forecast for 1� constraints on
dark energy parameters from the DES probes,
including only statistical errors and assuming
w0 = �1, wa = 0 as the true model [23,
24]. Each individual constraint uses Planck
priors. The supernovae constraint includes
an 8% prior on H0. The constraints from
the combination of the four probes (solid red
region) correspond to uncertainties in w0 and
wa of 5% and 30% respectively.

Our data set also allows us to distinguish between GR and certain modified gravity theories,
by measuring the parameter �. This can be achieved using a multi-dimensional consistency
test of the four dark energy probes [24]. An inconsistency would result in contours slightly
miscentered with respect to each other. Such analysis, performed on DES data, can distinguish
between � = 0.55 (GR case) and � = 0.68 (approximately the value for the Dvali-Gabadadze-
Porrati (DGP) braneworld model [25]) at a 99.1% level [24].

4. Conclusions

DES is a photometric survey designed to shed light on the dark energy problem through four
complementary methods (LSS, SNe, Clusters and Weak Lensing). Commissioning of the DES
imaging instrument, DECam, is imminent. The survey is scheduled to start in the second
semester of 2012, take data over 5 years and make available to the astronomical community a
data set of unprecedented depth for its area (5000 deg2 up to redshift ' 1.5). This rich data
set has the potential for a variety of studies, from galaxy evolution to cosmology. The prospects
for dark energy science are highlighted in this paper with focus on the key analyses of the four
cosmological probes to improve current measurements of the equation-of-state parameter w(a)
by a factor of 3-5. DES also has the potential to distinguish between GR and modified gravity
theories by measuring, for instance, deviations of the parameter � from the GR value � = 0.55
at high significance level.
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can produce the best results. Such combinations have been explored to some extent (e.g.,
SNe+CMB+LSS [3]) but DES is the first experiment to combine all four probes from the same
data set, being able to achieve percent-level uncertainty on w0 and, in addition, measure wa. By
combining the four probes we can measure w0 at 5% and wa at 30% uncertainty level, as shown
in Fig. 1, improving the constraints on the dark energy equation-of-state w(a) by a factor of 3-5
with respect to current experiments. 4

FIG. 2: LEFT: Forecasted 1� constraints on dark energy parameters from the DES probes, including only statistical errors
and assuming �CDM as the true model. From the largest to the smallest ellipse, the probes considered are baryon acoustic
oscillations (black), supernovae (green), cluster counts (magenta), and weak lensing (blue). Each constraint is combined with
a prior expected from Planck CMB measurements; additionally, the supernovae constraint includes an 8% prior on H0.

RIGHT: Same as LEFT but now the true model is assumed to be our toy modified gravity model with � = 0.68.
Shown are the forecasted constraints when we incorrectly attempt to fit a GR+dark energy model to the data. The center of
the weak lensing ellipse has moved to (w0, wa)=(-1.1, 0.47) while the cluster counts ellipse has moved to (-1.19, 0.90). The
probes are seemingly consistent, but we discuss the problems with this interpretation in Section IIIB.

Our first task then is to determine the expected values of the measurements for the four probes in the assumed modi-
fied gravity model and compare those to the predictions in standard GR+Dark energy. We consider a set of 8 standard
cosmological parameters with fiducial values {w0, wa, ⌦DE, ⌦k, h, ⌦b, ns, �8} = {�1, 0, 0.73, 0, 0.72, 0.046, 1, 0.8} where
⌦k is the curvature density, h is the Hubble constant in units of 100 km/s/Mpc, ⌦b is the baryon density, ns is the
slope of the primordial spectrum, and �8 normalizes the matter power spectrum at z = 0. For each probe, we then
compute the constraints including projected priors from the Planck satellite [see e.g. 16]. We include only statistical
errors in the projections for each experiment, therefore our parameter constraints will be optimistic but su�cient for
our goal, which is to compare methods of testing GR.

For two probes, supernovae and BAO, the answer is simple: these probes are sensitive only to background geometry
which is assumed identical in our MG and GR models, so the predictions for the distance moduli (from supernovae)
and correlation function peak (due to BAO) are identical to standard GR and �P = 0. The projected contours
therefore are centered on the point in parameter space corresponding to the fiducial values. The only work that needs
to be done is to determine the Fisher matrix which delineates the allowed region. This has been done before; here we
simply reproduce these results, shown projected onto the (w0, wa) plane in Figure 2. The CMB is mostly insensitive to
our choice of MG since � only determines structure growth in the late Universe. The CMB power spectrum is in fact
a↵ected by gravity modifications via the late Integrated Sachs-Wolfe e↵ect [17, 18] and gravitational lensing, but we
ignore these e↵ects, which should only reduce our sensitivity to MG. Our Planck prior is therefore unchanged between
the GR and MG cases. Only the weak lensing and cluster predictions are significantly changed when comparing GR
to our toy MG model. Details on these calculations and Fisher matrix calculations for all probes are provided in the
appendix.
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including only statistical errors and assuming
w0 = �1, wa = 0 as the true model [23,
24]. Each individual constraint uses Planck
priors. The supernovae constraint includes
an 8% prior on H0. The constraints from
the combination of the four probes (solid red
region) correspond to uncertainties in w0 and
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Our data set also allows us to distinguish between GR and certain modified gravity theories,
by measuring the parameter �. This can be achieved using a multi-dimensional consistency
test of the four dark energy probes [24]. An inconsistency would result in contours slightly
miscentered with respect to each other. Such analysis, performed on DES data, can distinguish
between � = 0.55 (GR case) and � = 0.68 (approximately the value for the Dvali-Gabadadze-
Porrati (DGP) braneworld model [25]) at a 99.1% level [24].

4. Conclusions

DES is a photometric survey designed to shed light on the dark energy problem through four
complementary methods (LSS, SNe, Clusters and Weak Lensing). Commissioning of the DES
imaging instrument, DECam, is imminent. The survey is scheduled to start in the second
semester of 2012, take data over 5 years and make available to the astronomical community a
data set of unprecedented depth for its area (5000 deg2 up to redshift ' 1.5). This rich data
set has the potential for a variety of studies, from galaxy evolution to cosmology. The prospects
for dark energy science are highlighted in this paper with focus on the key analyses of the four
cosmological probes to improve current measurements of the equation-of-state parameter w(a)
by a factor of 3-5. DES also has the potential to distinguish between GR and modified gravity
theories by measuring, for instance, deviations of the parameter � from the GR value � = 0.55
at high significance level.
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can produce the best results. Such combinations have been explored to some extent (e.g.,
SNe+CMB+LSS [3]) but DES is the first experiment to combine all four probes from the same
data set, being able to achieve percent-level uncertainty on w0 and, in addition, measure wa. By
combining the four probes we can measure w0 at 5% and wa at 30% uncertainty level, as shown
in Fig. 1, improving the constraints on the dark energy equation-of-state w(a) by a factor of 3-5
with respect to current experiments. 4

FIG. 2: LEFT: Forecasted 1� constraints on dark energy parameters from the DES probes, including only statistical errors
and assuming �CDM as the true model. From the largest to the smallest ellipse, the probes considered are baryon acoustic
oscillations (black), supernovae (green), cluster counts (magenta), and weak lensing (blue). Each constraint is combined with
a prior expected from Planck CMB measurements; additionally, the supernovae constraint includes an 8% prior on H0.

RIGHT: Same as LEFT but now the true model is assumed to be our toy modified gravity model with � = 0.68.
Shown are the forecasted constraints when we incorrectly attempt to fit a GR+dark energy model to the data. The center of
the weak lensing ellipse has moved to (w0, wa)=(-1.1, 0.47) while the cluster counts ellipse has moved to (-1.19, 0.90). The
probes are seemingly consistent, but we discuss the problems with this interpretation in Section IIIB.

Our first task then is to determine the expected values of the measurements for the four probes in the assumed modi-
fied gravity model and compare those to the predictions in standard GR+Dark energy. We consider a set of 8 standard
cosmological parameters with fiducial values {w0, wa, ⌦DE, ⌦k, h, ⌦b, ns, �8} = {�1, 0, 0.73, 0, 0.72, 0.046, 1, 0.8} where
⌦k is the curvature density, h is the Hubble constant in units of 100 km/s/Mpc, ⌦b is the baryon density, ns is the
slope of the primordial spectrum, and �8 normalizes the matter power spectrum at z = 0. For each probe, we then
compute the constraints including projected priors from the Planck satellite [see e.g. 16]. We include only statistical
errors in the projections for each experiment, therefore our parameter constraints will be optimistic but su�cient for
our goal, which is to compare methods of testing GR.

For two probes, supernovae and BAO, the answer is simple: these probes are sensitive only to background geometry
which is assumed identical in our MG and GR models, so the predictions for the distance moduli (from supernovae)
and correlation function peak (due to BAO) are identical to standard GR and �P = 0. The projected contours
therefore are centered on the point in parameter space corresponding to the fiducial values. The only work that needs
to be done is to determine the Fisher matrix which delineates the allowed region. This has been done before; here we
simply reproduce these results, shown projected onto the (w0, wa) plane in Figure 2. The CMB is mostly insensitive to
our choice of MG since � only determines structure growth in the late Universe. The CMB power spectrum is in fact
a↵ected by gravity modifications via the late Integrated Sachs-Wolfe e↵ect [17, 18] and gravitational lensing, but we
ignore these e↵ects, which should only reduce our sensitivity to MG. Our Planck prior is therefore unchanged between
the GR and MG cases. Only the weak lensing and cluster predictions are significantly changed when comparing GR
to our toy MG model. Details on these calculations and Fisher matrix calculations for all probes are provided in the
appendix.
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Figure 1. Forecast for 1� constraints on
dark energy parameters from the DES probes,
including only statistical errors and assuming
w0 = �1, wa = 0 as the true model [23,
24]. Each individual constraint uses Planck
priors. The supernovae constraint includes
an 8% prior on H0. The constraints from
the combination of the four probes (solid red
region) correspond to uncertainties in w0 and
wa of 5% and 30% respectively.

Our data set also allows us to distinguish between GR and certain modified gravity theories,
by measuring the parameter �. This can be achieved using a multi-dimensional consistency
test of the four dark energy probes [24]. An inconsistency would result in contours slightly
miscentered with respect to each other. Such analysis, performed on DES data, can distinguish
between � = 0.55 (GR case) and � = 0.68 (approximately the value for the Dvali-Gabadadze-
Porrati (DGP) braneworld model [25]) at a 99.1% level [24].

4. Conclusions

DES is a photometric survey designed to shed light on the dark energy problem through four
complementary methods (LSS, SNe, Clusters and Weak Lensing). Commissioning of the DES
imaging instrument, DECam, is imminent. The survey is scheduled to start in the second
semester of 2012, take data over 5 years and make available to the astronomical community a
data set of unprecedented depth for its area (5000 deg2 up to redshift ' 1.5). This rich data
set has the potential for a variety of studies, from galaxy evolution to cosmology. The prospects
for dark energy science are highlighted in this paper with focus on the key analyses of the four
cosmological probes to improve current measurements of the equation-of-state parameter w(a)
by a factor of 3-5. DES also has the potential to distinguish between GR and modified gravity
theories by measuring, for instance, deviations of the parameter � from the GR value � = 0.55
at high significance level.
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can produce the best results. Such combinations have been explored to some extent (e.g.,
SNe+CMB+LSS [3]) but DES is the first experiment to combine all four probes from the same
data set, being able to achieve percent-level uncertainty on w0 and, in addition, measure wa. By
combining the four probes we can measure w0 at 5% and wa at 30% uncertainty level, as shown
in Fig. 1, improving the constraints on the dark energy equation-of-state w(a) by a factor of 3-5
with respect to current experiments. 4

FIG. 2: LEFT: Forecasted 1� constraints on dark energy parameters from the DES probes, including only statistical errors
and assuming �CDM as the true model. From the largest to the smallest ellipse, the probes considered are baryon acoustic
oscillations (black), supernovae (green), cluster counts (magenta), and weak lensing (blue). Each constraint is combined with
a prior expected from Planck CMB measurements; additionally, the supernovae constraint includes an 8% prior on H0.

RIGHT: Same as LEFT but now the true model is assumed to be our toy modified gravity model with � = 0.68.
Shown are the forecasted constraints when we incorrectly attempt to fit a GR+dark energy model to the data. The center of
the weak lensing ellipse has moved to (w0, wa)=(-1.1, 0.47) while the cluster counts ellipse has moved to (-1.19, 0.90). The
probes are seemingly consistent, but we discuss the problems with this interpretation in Section IIIB.

Our first task then is to determine the expected values of the measurements for the four probes in the assumed modi-
fied gravity model and compare those to the predictions in standard GR+Dark energy. We consider a set of 8 standard
cosmological parameters with fiducial values {w0, wa, ⌦DE, ⌦k, h, ⌦b, ns, �8} = {�1, 0, 0.73, 0, 0.72, 0.046, 1, 0.8} where
⌦k is the curvature density, h is the Hubble constant in units of 100 km/s/Mpc, ⌦b is the baryon density, ns is the
slope of the primordial spectrum, and �8 normalizes the matter power spectrum at z = 0. For each probe, we then
compute the constraints including projected priors from the Planck satellite [see e.g. 16]. We include only statistical
errors in the projections for each experiment, therefore our parameter constraints will be optimistic but su�cient for
our goal, which is to compare methods of testing GR.

For two probes, supernovae and BAO, the answer is simple: these probes are sensitive only to background geometry
which is assumed identical in our MG and GR models, so the predictions for the distance moduli (from supernovae)
and correlation function peak (due to BAO) are identical to standard GR and �P = 0. The projected contours
therefore are centered on the point in parameter space corresponding to the fiducial values. The only work that needs
to be done is to determine the Fisher matrix which delineates the allowed region. This has been done before; here we
simply reproduce these results, shown projected onto the (w0, wa) plane in Figure 2. The CMB is mostly insensitive to
our choice of MG since � only determines structure growth in the late Universe. The CMB power spectrum is in fact
a↵ected by gravity modifications via the late Integrated Sachs-Wolfe e↵ect [17, 18] and gravitational lensing, but we
ignore these e↵ects, which should only reduce our sensitivity to MG. Our Planck prior is therefore unchanged between
the GR and MG cases. Only the weak lensing and cluster predictions are significantly changed when comparing GR
to our toy MG model. Details on these calculations and Fisher matrix calculations for all probes are provided in the
appendix.
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w0 = �1, wa = 0 as the true model [23,
24]. Each individual constraint uses Planck
priors. The supernovae constraint includes
an 8% prior on H0. The constraints from
the combination of the four probes (solid red
region) correspond to uncertainties in w0 and
wa of 5% and 30% respectively.

Our data set also allows us to distinguish between GR and certain modified gravity theories,
by measuring the parameter �. This can be achieved using a multi-dimensional consistency
test of the four dark energy probes [24]. An inconsistency would result in contours slightly
miscentered with respect to each other. Such analysis, performed on DES data, can distinguish
between � = 0.55 (GR case) and � = 0.68 (approximately the value for the Dvali-Gabadadze-
Porrati (DGP) braneworld model [25]) at a 99.1% level [24].

4. Conclusions

DES is a photometric survey designed to shed light on the dark energy problem through four
complementary methods (LSS, SNe, Clusters and Weak Lensing). Commissioning of the DES
imaging instrument, DECam, is imminent. The survey is scheduled to start in the second
semester of 2012, take data over 5 years and make available to the astronomical community a
data set of unprecedented depth for its area (5000 deg2 up to redshift ' 1.5). This rich data
set has the potential for a variety of studies, from galaxy evolution to cosmology. The prospects
for dark energy science are highlighted in this paper with focus on the key analyses of the four
cosmological probes to improve current measurements of the equation-of-state parameter w(a)
by a factor of 3-5. DES also has the potential to distinguish between GR and modified gravity
theories by measuring, for instance, deviations of the parameter � from the GR value � = 0.55
at high significance level.
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2012 [Sept-Oct] Commissioning
Nov 2012 - Feb 2013 Science Verification
Aug 31 2013 - 9 Feb 2014 First Season (Y1)
Aug 15 2014 - Feb 2015 Second Season (Y2)
2015-2018 Third-Fifth Seasons
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SPT-E

SPT-W

Bullet Cluster

COSMOS

SN-S

SN-X

SN-C

SN-E

El Gordo

RXJ2248

Total area: 
330 sq.deg.

All the results presented in this talk are based on these pre-survey data
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ABSTRACT
We measure the weak-lensing masses and galaxy distributions of four massive galaxy clusters
observed during the Science Verification phase of the Dark Energy Survey with the purpose
of 1) validating the DECam imager for the task of measuring weak-lensing shapes, and 2)
utilizing DECam’s large field of view to map out the clusters and their environments over 90
arcmin. We conduct a series of rigorous tests on astrometry, photometry, image quality, PSF
modeling, and shear measurement accuracy to single out flaws in the data and also to iden-
tify the optimal data processing steps and parameters. We find Science Verification data from
DECam to be suitable for lensing analyses. The PSF is generally well-behaved, but the mod-
eling is rendered di�cult by a flux-dependent PSF width. We employ photometric redshifts to
distinguish between foreground and background galaxies, and a red-sequence cluster finder
to provide cluster richness estimates and cluster-galaxy distributions. By fitting NFW profiles
to the clusters in this study, we determine weak-lensing masses that are in agreement with
previous work. For Abell 3261, we provide the first estimates of redshift, weak-lensing mass,
and richness. In addition, the cluster-galaxy distributions indicate the existence of filaments at-
tached to 1E 0657-56 and RXC J2248.7-4431, stretching out as far as 1 degree (approximately
20 Mpc), showcasing the potential of DECam and DES for detailed studies of degree-scale
features on the sky.

Key words: cosmology: observations, gravitational lensing: weak, galaxies: clusters: indi-
vidual: RXC J2248.7-4431, galaxies: clusters: individual: 1E 0657-56: galaxies: clusters: in-
dividual: SCSO J233227-535827, galaxies: clusters: individual: Abell 3261
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Table 4. Weak lensing masses M200c in units of 1014M� (with a flat prior on c200c), redMaPPer richness � and redshift estimate z�, and their statistical errors
(see Section 3.2 and Section 5.1 for details). The literature mass estimates are derived from weak lensing, galaxy dynamics (D) or optical richness (R).

Cluster name M200c � z� Literature value M200c

RXC J2248.7-4431 17.6+4.5
�4.0 203 ± 5 0.346 ± 0.004 22.8+6.6

�4.7 (Gruen et al. 2013b), 20.3 ± 6.7 (Umetsu et al. 2014), 16.6 ± 1.7 (Merten et al. 2014)

1E 0657-56 14.2+10.0
�6.1 277 ± 6 0.304 ± 0.004 17.5 (Clowe et al. 2004)i, 12.4 (Barrena et al. 2002, D)

SCSO J233227-535827 10.0+3.7
�3.4 77 ± 4 0.391 ± 0.008 11.2+3.0

�2.7 (Gruen et al. 2013a), 4.9 ± 3.3 ± 1.4 (High et al. 2010, R)

Abell 3261 8.6+8.6
�3.9 71 ± 3 0.216 ± 0.003 —

i We converted the measured r200c from Clowe et al. (2004), which lacks an error estimate, to M200c using the critical density in our adopted cosmology.

no significant di↵erences from the marginalized results using either
prior on c200c.

Comparing our M200c estimates with previous results listed in
Table 4, often based on substantially deeper data, we find good
agreement for RXC J2248.7-4431, where the mass estimate in
Gruen et al. (2013b) is within our 68% confidence region. Two
recent analyses of the same data – together with magnification
(Umetsu et al. 2014) or HST strong- and weak-lensing constraints
(Merten et al. 2014) – yield reduced estimates of M200c, which are
fully consistent with our result.

For the Bullet cluster, our mass estimate is rather poor due to a
fairly low ngal, but we can recover the result of Clowe et al. (2004)
within errors. This comparison is, however, not as straightforward
as it seems. The original ground-based VLT data in Clowe et al.
(2004) had a field of view of only 7 arcmin, hence the radial range
probed there is almost entirely excluded in our fit that starts at 3
arcmin. We therefore acknowledge the similarity of our mass esti-
mates with the literature value, but do not consider this a powerful
result.

The situation is di↵erent for SCSO J233227-535827, where
the shear profile is more regular and our mass estimate is better
constrained. Our estimate is in excellent agreement with the weak-
lensing analysis from Gruen et al. (2013a). Our central value is
about twice as high as the estimate from High et al. (2010) based
on optical richness. Another recent mass estimate from SZ and X-
ray scaling relations by Reichardt et al. (2013) of M500c = 6.50 ±
0.79 h�1

70 1014M� is again fully consistent with our lensing estimate,
which we derive as M500c = 7.0+2.6

�2.4 · 1014M� by assuming an NFW
profile with c200c = 4.3 as measured from our lensing data.

We conclude this section with a test on the robustness of
the mass estimate against uncertainties in the numerous calibra-

tions we have employed. To assess the impact of the calibrations,
we repeated the NFW-profile fitting without the calibrations. The
cluster-member contamination correction from Section 3.4.1 alone
increases the mass estimates by less than 5% as it only a↵ects
the galaxies within ⇡5 arcmin, and our fits start at 3 arcmin. The
photo-z recalibration from Section 3.4.2 yields a global boost of
the lensing signal by 5-10%. The biggest impact stems from the
noise-bias correction (Section 4.2.1), which globally increases the
inferred shear by ⇡20%. The sum of all these calibrations amounts
to a considerable 35%, so that uncertainties in the calibrations ac-
tually become important. As we have laid out in the relevant sec-
tions, these calibrations are determined quite well with dedicated
measurements, but we will conservatively allow for a 20% system-
atic error budget. Compared to the statistical uncertainties that are
of order 50% (with RXC J2248.7-4431 being the only cluster with
a 25% statistical error), we conclude that the overall error is dom-
inated by shape noise from the dispersion of galaxy ellipticities.

5.2 Richness-mass relation

An obvious additional cross-check for the data in this work is to
compare it with the mass-richness relation for low-redshift clusters.
Ryko↵ et al. (2012) constrained it with maxBCG (Koester et al.
2007) clusters in the range 0.1 6 z 6 0.3 with a very similar rich-
ness estimator � to the one we employ here. Although their redshift
range only covers two of our clusters (the other two are at slightly
higher redshift), we expect that deviations would more likely stem
from our large measurement errors on the weak-lensing mass than
from any possible redshift evolution of that relation.

We list the redMaPPer-estimated richness and redshift esti-
mates in Table 4 and note that for the three clusters, for which we
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Figure 6. Surface density contrast �⌃ = ⌃crit�t profiles (black) for each of the four cluster fields and 100 random MCMC sample projections onto the data
(light gray) after an initial burn-in phase. The fit range was restricted to 3 6 r 6 15 arcmin. The B-mode ⌃crit�⇥ is shown in red.

Table 4. Weak lensing masses M200c in units of 1014M� (with a flat prior on c200c), redMaPPer richness � and redshift estimate z�, and their statistical errors
(see Section 3.2 and Section 5.1 for details). The literature mass estimates are derived from weak lensing, galaxy dynamics (D) or optical richness (R).

Cluster name M200c � z� Literature value M200c

RXC J2248.7-4431 17.6+4.5
�4.0 203 ± 5 0.346 ± 0.004 22.8+6.6

�4.7 (Gruen et al. 2013b), 20.3 ± 6.7 (Umetsu et al. 2014), 16.6 ± 1.7 (Merten et al. 2014)

1E 0657-56 14.2+10.0
�6.1 277 ± 6 0.304 ± 0.004 17.5 (Clowe et al. 2004)i, 12.4 (Barrena et al. 2002, D)

SCSO J233227-535827 10.0+3.7
�3.4 77 ± 4 0.391 ± 0.008 11.2+3.0

�2.7 (Gruen et al. 2013a), 4.9 ± 3.3 ± 1.4 (High et al. 2010, R)

Abell 3261 8.6+8.6
�3.9 71 ± 3 0.216 ± 0.003 —

i We converted the measured r200c from Clowe et al. (2004), which lacks an error estimate, to M200c using the critical density in our adopted cosmology.

no significant di↵erences from the marginalized results using either
prior on c200c.

Comparing our M200c estimates with previous results listed in
Table 4, often based on substantially deeper data, we find good
agreement for RXC J2248.7-4431, where the mass estimate in
Gruen et al. (2013b) is within our 68% confidence region. Two
recent analyses of the same data – together with magnification
(Umetsu et al. 2014) or HST strong- and weak-lensing constraints
(Merten et al. 2014) – yield reduced estimates of M200c, which are
fully consistent with our result.

For the Bullet cluster, our mass estimate is rather poor due to a
fairly low ngal, but we can recover the result of Clowe et al. (2004)
within errors. This comparison is, however, not as straightforward
as it seems. The original ground-based VLT data in Clowe et al.
(2004) had a field of view of only 7 arcmin, hence the radial range
probed there is almost entirely excluded in our fit that starts at 3
arcmin. We therefore acknowledge the similarity of our mass esti-
mates with the literature value, but do not consider this a powerful
result.

The situation is di↵erent for SCSO J233227-535827, where
the shear profile is more regular and our mass estimate is better
constrained. Our estimate is in excellent agreement with the weak-
lensing analysis from Gruen et al. (2013a). Our central value is
about twice as high as the estimate from High et al. (2010) based
on optical richness. Another recent mass estimate from SZ and X-
ray scaling relations by Reichardt et al. (2013) of M500c = 6.50 ±
0.79 h�1

70 1014M� is again fully consistent with our lensing estimate,
which we derive as M500c = 7.0+2.6

�2.4 · 1014M� by assuming an NFW
profile with c200c = 4.3 as measured from our lensing data.

We conclude this section with a test on the robustness of
the mass estimate against uncertainties in the numerous calibra-

tions we have employed. To assess the impact of the calibrations,
we repeated the NFW-profile fitting without the calibrations. The
cluster-member contamination correction from Section 3.4.1 alone
increases the mass estimates by less than 5% as it only a↵ects
the galaxies within ⇡5 arcmin, and our fits start at 3 arcmin. The
photo-z recalibration from Section 3.4.2 yields a global boost of
the lensing signal by 5-10%. The biggest impact stems from the
noise-bias correction (Section 4.2.1), which globally increases the
inferred shear by ⇡20%. The sum of all these calibrations amounts
to a considerable 35%, so that uncertainties in the calibrations ac-
tually become important. As we have laid out in the relevant sec-
tions, these calibrations are determined quite well with dedicated
measurements, but we will conservatively allow for a 20% system-
atic error budget. Compared to the statistical uncertainties that are
of order 50% (with RXC J2248.7-4431 being the only cluster with
a 25% statistical error), we conclude that the overall error is dom-
inated by shape noise from the dispersion of galaxy ellipticities.

5.2 Richness-mass relation

An obvious additional cross-check for the data in this work is to
compare it with the mass-richness relation for low-redshift clusters.
Ryko↵ et al. (2012) constrained it with maxBCG (Koester et al.
2007) clusters in the range 0.1 6 z 6 0.3 with a very similar rich-
ness estimator � to the one we employ here. Although their redshift
range only covers two of our clusters (the other two are at slightly
higher redshift), we expect that deviations would more likely stem
from our large measurement errors on the weak-lensing mass than
from any possible redshift evolution of that relation.

We list the redMaPPer-estimated richness and redshift esti-
mates in Table 4 and note that for the three clusters, for which we
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DES13C3hwb, SN-Ia at z=0.606

Type Ia SN search

SN fields are oberved 
when seeing is bad or 
if they have not been 
recently observed.
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Weak lensing and galaxy clustering

Many ingredients required, including:

• reliable photometric redshifts
• shape measurements for cosmic shear
• good control of systematics

03/06/10
14

~150 000 galaxies 
in this single image

For each galaxy we have:

• Position
• Shape measurement
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• galaxy bias
• lensing efficiency, ...
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ABSTRACT
We present results from a study of the photometric redshift performance of the Dark Energy
Survey (DES), using the early data from a Science Verification period of observations in late
2012 and early 2013 that provided science-quality images for almost 200 sq. deg. at the nomi-
nal depth of the survey. We assess the photometric redshift (photo-z) performance using about
15 000 galaxies with spectroscopic redshifts available from other surveys. These galaxies
are used, in different configurations, as a calibration sample, and photo-z’s are obtained and
studied using most of the existing photo-z codes. A weighting method in a multidimensional
colour–magnitude space is applied to the spectroscopic sample in order to evaluate the photo-z
performance with sets that mimic the full DES photometric sample, which is on average sig-
nificantly deeper than the calibration sample due to the limited depth of spectroscopic surveys.
Empirical photo-z methods using, for instance, artificial neural networks or random forests,
yield the best performance in the tests, achieving core photo-z resolutions σ 68 ∼ 0.08. More-
over, the results from most of the codes, including template-fitting methods, comfortably meet
the DES requirements on photo-z performance, therefore, providing an excellent precedent
for future DES data sets.

Key words: Astronomical data bases: surveys – galaxies: distances and redshifts – galaxies:
statistics – large-scale structure of Universe.
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Figure 1. Positions in the sky of the four calibration fields. In the zoomed-in inset panels, it is possible to observe the spectroscopic matched galaxies, in red,
in front of all the DES galaxies detected in the fields, in black.

on bias, resolution and outlier fraction that were defined prior to the
start of the survey.

The outline of the paper is as follows. Section 2 describes the
DES-SV photometric galaxy sample, whereas the spectroscopic
galaxy samples are presented in Section 3, together with the weight-
ing technique that has been used to match their depth and colours to
those of the DES-SV sample. Section 4 describes briefly the condi-
tions in which the 13 different photo-z codes studied were run, and
contains the bulk of the results of the paper, including the compar-
ison between the results obtained with the different photo-z codes,
the dependence of the results on both the depth of the DES-SV data
and the specific spectroscopic calibration samples used, and an in-
depth presentation of the results obtained with four representative
photo-z codes, in particular with respect to the set of requirements
of the DES survey, which we set up at the beginning of Section 4.
A discussion of the main results in the paper can be found in
Section 5. Finally, we present our conclusions in Section 6, while
we confine to an appendix the detailed description of the metrics
used to characterize the photo-z distributions.

2 D ES-SV PHOTO METRIC SAMPLE

DECam imaging on fields overlapping those from deep spectro-
scopic redshift surveys were obtained for the following four DES
fields: SN-X3, SN-C3, VVDS F14, and COSMOS, whose positions
in the sky are shown in Fig. 1. SN-X3 and SN-C3 are the two deep
fields in the DES supernova (SN) survey, and dithered observations
of these fields were obtained routinely during the DES-SV period.
The SN-X3 field includes the VVDS-02hr field of the VVDS Deep
survey (Le Fèvre et al. 2005, 2013), while SN-C3 overlaps with

the Chandra Deep Field South area of the ACES survey (Cooper
et al. 2012). The VVDS F14 field was centred on the VVDS-Wide
redshift survey 14hr field (Garilli et al. 2008), and dithered imaging
to DES main survey depth of this field was likewise obtained during
DES SV. Deep dithered imaging data for the COSMOS field, cen-
tred on the Cosmological Evolution Survey (COSMOS) area (Lilly
et al. 2007, 2009) were obtained during 2013 February by a DECam
community programme.2 Each one of the four fields covers about
the area of a single DECam pointing, or about 3 deg2. See Section 3
for a detailed description of the spectroscopic data matched in each
of the fields.

All fields include imaging in the five DES filters grizY, and addi-
tionally in the u band, which is part of DECam but not used by the
DES survey. The data have been processed to two imaging depths:
Main, corresponding to approximately DES main survey exposure
times, and Deep, corresponding to about three times the exposure
of a single visit to a DES SN deep field (for SN-X3 and SN-C3) or
deeper (for COSMOS). Differences in signal-to-noise ratio (S/N)
between the Main and Deep samples can be appreciated in Fig. 2;
details of the data, the exposure times used and the magnitude
depths are given in Table 1. Similar to DES science requirements
convention, the 10σ magnitude limit is defined to be the MAGAUTO
value (see definition below in this section) at which the flux in a
2 arcsec diameter aperture is measured at 10σ . Note that for the
SN-X3 and SN-C3 fields, we selected those SV observations that
approximately met DES main survey sky background and seeing
criteria in constructing the processed data used for this paper.

2Proposal 2013A-0351: made available for DES photo-z calibration use by
arrangement with PI: Arjun Dey.
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ABSTRACT
We present results from a study of the photometric redshift performance of the Dark Energy
Survey (DES), using the early data from a Science Verification period of observations in late
2012 and early 2013 that provided science-quality images for almost 200 sq. deg. at the nomi-
nal depth of the survey. We assess the photometric redshift (photo-z) performance using about
15 000 galaxies with spectroscopic redshifts available from other surveys. These galaxies
are used, in different configurations, as a calibration sample, and photo-z’s are obtained and
studied using most of the existing photo-z codes. A weighting method in a multidimensional
colour–magnitude space is applied to the spectroscopic sample in order to evaluate the photo-z
performance with sets that mimic the full DES photometric sample, which is on average sig-
nificantly deeper than the calibration sample due to the limited depth of spectroscopic surveys.
Empirical photo-z methods using, for instance, artificial neural networks or random forests,
yield the best performance in the tests, achieving core photo-z resolutions σ 68 ∼ 0.08. More-
over, the results from most of the codes, including template-fitting methods, comfortably meet
the DES requirements on photo-z performance, therefore, providing an excellent precedent
for future DES data sets.

Key words: Astronomical data bases: surveys – galaxies: distances and redshifts – galaxies:
statistics – large-scale structure of Universe.
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Figure 22. Weighted spectroscopic redshift distributions and their photo-z reconstruction using the four selected codes, for photo-z bins of width 0.2. The
number of spectroscopic galaxies inside each photo-z bin is shown. The DESDM is a single-estimate photo-z code, while TPZ, SKYNET and BPZ are P(z) codes.
This is the reason why the photo-z distributions returned by the latter codes can reconstruct the tails of the spectroscopic distributions beyond the photo-z bins.
The photo-z bins are defined using the best-estimate zphot for each code, while, for TPZ, SKYNET and BPZ the reconstructed redshift distributions are obtained by
stacking the pdfs for each galaxy.

DESDM and ANNZ use first-order gradient information while SKYNET

and ANNZ2 also use second-order derivative information to train the
network. SKYNET and ANNZ2 are the only networks adding a con-
straint to the outputs: ANNZ2 does this on a redshift bin per redshift
bin basis while SKYNET uses a softmax transformation in the final
layer, adding a constraint on all redshift bins simultaneously. In con-
clusion, the neural networks with regularization perform better than
the unregularized DESDM network while the fact that SKYNET uses a
softmax constrained output in combination with a back-propagation
algorithm that uses second-order derivative information seems to
give it the edge over the rest of ANNs.

Aside from ANNs, TPZ, which is a state-of-the-art photo-z code
using prediction trees and random forests, performs remarkably
well in all the tests in this work. The prediction trees and ran-
dom forest techniques used by TPZ have the advantage that they

have fewer hyper parameters to be chosen compared to neural
networks. Neural networks have, amongst others, to choose the
amount of hidden layers, the amount of nodes per hidden layer, the
learning rate and at least one regularization parameter if present.
Random forests used in TPZ have only two hyper parameters to
choose: the amount of trees used and the size of the subsample set
of features used at each split. This leaves out the choice of acti-
vation function in neural networks and the choice of the measure
of information gain at each split in random forests, maximizing its
performance.

Furthermore, training-based photo-z codes show lower bias com-
pared to that of template-based codes, which indicates possible
systematic inaccuracies in the template sets. This can be solved by
using adaptive recalibration procedures, which adjust the zero-point
offsets in each band using the training sample. Such technique has
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Figure 22. Weighted spectroscopic redshift distributions and their photo-z reconstruction using the four selected codes, for photo-z bins of width 0.2. The
number of spectroscopic galaxies inside each photo-z bin is shown. The DESDM is a single-estimate photo-z code, while TPZ, SKYNET and BPZ are P(z) codes.
This is the reason why the photo-z distributions returned by the latter codes can reconstruct the tails of the spectroscopic distributions beyond the photo-z bins.
The photo-z bins are defined using the best-estimate zphot for each code, while, for TPZ, SKYNET and BPZ the reconstructed redshift distributions are obtained by
stacking the pdfs for each galaxy.

DESDM and ANNZ use first-order gradient information while SKYNET

and ANNZ2 also use second-order derivative information to train the
network. SKYNET and ANNZ2 are the only networks adding a con-
straint to the outputs: ANNZ2 does this on a redshift bin per redshift
bin basis while SKYNET uses a softmax transformation in the final
layer, adding a constraint on all redshift bins simultaneously. In con-
clusion, the neural networks with regularization perform better than
the unregularized DESDM network while the fact that SKYNET uses a
softmax constrained output in combination with a back-propagation
algorithm that uses second-order derivative information seems to
give it the edge over the rest of ANNs.

Aside from ANNs, TPZ, which is a state-of-the-art photo-z code
using prediction trees and random forests, performs remarkably
well in all the tests in this work. The prediction trees and ran-
dom forest techniques used by TPZ have the advantage that they

have fewer hyper parameters to be chosen compared to neural
networks. Neural networks have, amongst others, to choose the
amount of hidden layers, the amount of nodes per hidden layer, the
learning rate and at least one regularization parameter if present.
Random forests used in TPZ have only two hyper parameters to
choose: the amount of trees used and the size of the subsample set
of features used at each split. This leaves out the choice of acti-
vation function in neural networks and the choice of the measure
of information gain at each split in random forests, maximizing its
performance.

Furthermore, training-based photo-z codes show lower bias com-
pared to that of template-based codes, which indicates possible
systematic inaccuracies in the template sets. This can be solved by
using adaptive recalibration procedures, which adjust the zero-point
offsets in each band using the training sample. Such technique has
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photo-z codes meet DES requirements, even with preliminary data
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Fig. 2. Illustration of the forward problem. The upper panels show how the original galaxy
image is sheared, blurred, pixelised and made noisy. The lower panels show the equivalent
process for (point-like) stars. We only have access to the right hand images.

Stars are far enough away from us to appear point-like. They therefore
provide noisy and pixelised images of the convolution kernel (lower panels of
Figure 2). The convolution kernel is typically of a similar size to the galaxies

Fig. 3. Illustration of the inverse problem. We begin on the right with a set of galaxy and
star images. The full inverse problem would be to derive both the shears and the intrinsic
galaxy shapes. However shear is the quantity of interest for cosmologists.
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B Modes

•
Gravity only produces an E mode shear (shears transform like

polarizations).

•
B mode should be consistent with zero.

•
B mode estimation (Becker & Rozo, in prep).

• Every other point ⇠ independent.

•
We did not pass this test before Eli and Gary’s Astrometry Fixes!
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Systematics maps

6

Figure 6. Maps of potential sources of systematic that can lead to spatial variations in the number of observed galaxies (through depth fluctuations or sample
contamination) or degrade the data quality itself (what then impacts the determination of magnitudes, colors, photo-z). In most cases these maps were retrived from
the tiles, coadds and finalcut images and projected into high resolution healpix format. MC:: include FWHM in both r and i bands. Also USNO stars. Convert
to physical units? (like FWHM in arc-mins etc). Make sure we use the latest (COADD) version of the maps and that the dec cut agrees with the text AJR:
Make sure we don’t duplicate from Boris’s paper

where w
k

is the correlation function measured with the k-th JK region
removed. We use XX JK regions.

We should argue here that our results using JK are in broad
agreement with either theory or simulations (in particular for the
cross-correlations! this is not totally obvious). We also could refer
to the CMB x LSS paper for more tests between the different co-
variance estimators. But note they find that the agreement is only
roughly correct, and use the full Nbody for main results.

3.3 Theoretical modelling

Galaxy clustering can be modelled starting from the dark matter over-
density field in the angular position n̂, at redshift z �(n̂, z). If we
assume linear bias, the projected overdensity of our galaxy sample of
normalised redshift distribution dn/dz(z) and bias b

g

(z) is

�
g

(n̂) =

Z 1

0

b
g

(z)

dn

dz
(z) �(n̂, z) dz . (5)

The angular two point correlation function is then defined as,

w(✓) ⌘ h�
g

(n̂)�
g

(n̂ +

ˆ✓)i =

=

Z
dz1 �(z1)

Z
dz2 �(z2) ⇠(r12(✓), z̄) (6)

where �(z) = b
g

(z)

dn

dz

and r2
12(✓) = r(z1)

2
+ r(z2)

2 �
2r(z1)r(z2) cos(✓) with r(z) being the comoving distance to
redshift z. Equation 6 should in principle be written in terms of an
unequal time spatial correlation function ⇠. Instead we evaluate the

spatial correlation at some mean redshift z̄ and encode the growth
evolution relative to this redshift into the selection function � (this is
exact at the linear level) which we make proportional to D(z)/D(z̄)

with D(z) being the linear growth factor.

We calculate the linear and nonlinear power spectra using
CAMB (Lewis et al. 2000). For nonlinear dark matter clustering we
use the recently re-calibrated halofit prescription (Takahashi et al.
2012) built in into CAMB. We then Fourier transform these into con-
figuration space to evaluate Eq. (6). Even though the effect of redshift
space distortions is negligible for the angular scales considered in this
paper, we do include them in our predictions (e.g. see formulae in
Crocce, Cabré & Gaztañaga (2011)).

Throughout the paper we assume a fiducial flat ⇤CDM+⌫
(one massive neutrino) cosmological model based on Planck 2013
+ WMAP polarisation + ACT/SPT + BAO, of paramters: !

b

=

0.022161, !
c

= 0.11889, !
⌫

= 0.00064, H0 = 67.77, ⌧ = 0.0952,
n

s

= 0.9611 and A
s

= 2.21381 · 10

�9 at a pivot scale ¯k = 0.05

Mpc�1 (yielding �8 = 0.829 at z = 0).

4 MITIGATING SYSTEMATIC EFFECTS IN ANGULAR
CLUSTERING

In this section we give a detailed explanation of our general procedure
to address the impact of potential systematic effects due to varying
observing conditions, stellar contamination, or any other source of
spurious density fluctuations across our footprint. We assume that all

c� 0000 RAS, MNRAS 000, 1–14

CMB Lensing Tomography with DES-SV 15

Figure 21. The galaxy-galaxy (top) and galaxy-CMB lensing (bottom)
power spectra, including systematic corrections. Corrections are overall
small, and especially so for the cross-spectrum, with all data points within
one sigma in this case. The best-fit bias and level of detection are negligibly
changed when including these corrections.

6.2 Correcting systematics

A second method of controlling systematic effects involves mea-
suring cross-correlations with the potential systematic maps them-
selves. These cross-correlations can be used to correct the measure-
ments for systematic contamination (Ho et al. 2012). We assume
that some systematic source s, whose value at a given angular po-
sition is given by �

s

, may add a linear contribution to our maps
of galaxy overdensity or lensing potential. In the galaxy case this
assumption means

�
g,obs

= �
g,true

+

X

s

↵
i

�
s

, (23)

with an identical treatment for the lensing potential map. In this
model, the true value of our measurements can be related to our
observed correlations between data and systematics. In the cross-
correlation case, this is given in harmonic space by

Cg�

l,true

= Cg�

l,obs

� Cgs

l

C�s

l

Css

l

, (24)

The last term on the right represents a correction factor to our mea-
surements. We investigated the size of these corrections for many
systematic maps, consistently finding the corrections to be small
compared with the uncertainties on the measurements. We show in
Fig. 21 the corrected power spectra for the four systematic maps of
Fig. 17, for both the auto- and cross-power spectra.

In Fig. 22, we show directly the cross correlations of the SPT
lensing maps with the systematic maps, which enter into Equation
24. This figure shows that the cross correlations are consistent with
zero, which is a good null test. Further work using cross corre-
lations with systematic maps and DES galaxies can be found in
Crocce et al. (2014).

6.3 Other considerations

We have also tested the stability of our results with respect to a
range of possible choices in the analysis method, finding overall
stability in the recovered cross-correlation function. Items that we
tested include:

Figure 22. Correlations between the SPT convergence map and the poten-
tial systematics maps. Data points are offset on the x-axis for clarity. The
galaxy-lensing correlation is detected at more than five sigma, while the ma-
jority of the SPT cross systematic maps data points are consistent with zero.
Correlating the SPT maps with DES potential systematic maps is expected
to produce a null result, which we recover.

• Measurement done on Galactic or Equatorial coordinate maps;
• Including or discarding pixels with mask < 1 when using de-

graded resolution maps;
• Using cuts in mag auto i instead of mag detmodel i;
• Using the intersection of the galaxy and CMB masks versus

keeping the two masks distinct;
• Reducing the catalogue to a magnitude cut of 18 < i < 22.

The correlation functions remain fairly similar.
• Using different photo-z estimators. While the auto-

correlations are more sensitive to this choice, especially in
the redshift tomography, the cross-correlations remain stable.

7 COSMOLOGICAL IMPLICATIONS

While a thourough study of the cosmological implications of the
DES CMB lensing tomography is deferred to future work with DES
year-1 data, we present here a simple proof of concept of the po-
tential applications of our measurements.

7.1 Bias and growth estimators

From the theoretical form of the CMB lensing spectra presented
in Section 2, it is evident that our CMB lensing tomography can
be interpreted as a measurement of structure growth across cosmic
time, potentially constraining departures from the standard cosmo-
logical model at the perturbative level. Indeed, it is clear that the
joint measurement of the auto- and cross-correlations Cgg

l

, C'g

l

al-
lows to break the degeneracy that exists between bias and structure
growth.

We use here the simplest possible assumptions for illustration
purposes, and consider linear, local forms of both the galaxy bias
and the growth function, given by b(z), D(z), while keeping the
cosmology fixed to our Planck fiducial model. Our estimator for
the bias in the i-th redshift bin is simply ˆb

i

= bgg
i

, i.e. the best-fit
value from each auto-correlation, while the estimator for the growth
function D

i

is derived from the ratio between the observed cross-
spectrum and a normalising fiducial cross-spectrum based on the
measured auto-spectrum (lensing potential or convergence can be
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Figure 21. The galaxy-galaxy (top) and galaxy-CMB lensing (bottom)
power spectra, including systematic corrections. Corrections are overall
small, and especially so for the cross-spectrum, with all data points within
one sigma in this case. The best-fit bias and level of detection are negligibly
changed when including these corrections.

6.2 Correcting systematics

A second method of controlling systematic effects involves mea-
suring cross-correlations with the potential systematic maps them-
selves. These cross-correlations can be used to correct the measure-
ments for systematic contamination (Ho et al. 2012). We assume
that some systematic source s, whose value at a given angular po-
sition is given by �
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, may add a linear contribution to our maps
of galaxy overdensity or lensing potential. In the galaxy case this
assumption means
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with an identical treatment for the lensing potential map. In this
model, the true value of our measurements can be related to our
observed correlations between data and systematics. In the cross-
correlation case, this is given in harmonic space by
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The last term on the right represents a correction factor to our mea-
surements. We investigated the size of these corrections for many
systematic maps, consistently finding the corrections to be small
compared with the uncertainties on the measurements. We show in
Fig. 21 the corrected power spectra for the four systematic maps of
Fig. 17, for both the auto- and cross-power spectra.

In Fig. 22, we show directly the cross correlations of the SPT
lensing maps with the systematic maps, which enter into Equation
24. This figure shows that the cross correlations are consistent with
zero, which is a good null test. Further work using cross corre-
lations with systematic maps and DES galaxies can be found in
Crocce et al. (2014).

6.3 Other considerations

We have also tested the stability of our results with respect to a
range of possible choices in the analysis method, finding overall
stability in the recovered cross-correlation function. Items that we
tested include:

Figure 22. Correlations between the SPT convergence map and the poten-
tial systematics maps. Data points are offset on the x-axis for clarity. The
galaxy-lensing correlation is detected at more than five sigma, while the ma-
jority of the SPT cross systematic maps data points are consistent with zero.
Correlating the SPT maps with DES potential systematic maps is expected
to produce a null result, which we recover.

• Measurement done on Galactic or Equatorial coordinate maps;
• Including or discarding pixels with mask < 1 when using de-

graded resolution maps;
• Using cuts in mag auto i instead of mag detmodel i;
• Using the intersection of the galaxy and CMB masks versus

keeping the two masks distinct;
• Reducing the catalogue to a magnitude cut of 18 < i < 22.

The correlation functions remain fairly similar.
• Using different photo-z estimators. While the auto-

correlations are more sensitive to this choice, especially in
the redshift tomography, the cross-correlations remain stable.

7 COSMOLOGICAL IMPLICATIONS

While a thourough study of the cosmological implications of the
DES CMB lensing tomography is deferred to future work with DES
year-1 data, we present here a simple proof of concept of the po-
tential applications of our measurements.

7.1 Bias and growth estimators

From the theoretical form of the CMB lensing spectra presented
in Section 2, it is evident that our CMB lensing tomography can
be interpreted as a measurement of structure growth across cosmic
time, potentially constraining departures from the standard cosmo-
logical model at the perturbative level. Indeed, it is clear that the
joint measurement of the auto- and cross-correlations Cgg

l

, C'g

l

al-
lows to break the degeneracy that exists between bias and structure
growth.

We use here the simplest possible assumptions for illustration
purposes, and consider linear, local forms of both the galaxy bias
and the growth function, given by b(z), D(z), while keeping the
cosmology fixed to our Planck fiducial model. Our estimator for
the bias in the i-th redshift bin is simply ˆb
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, i.e. the best-fit
value from each auto-correlation, while the estimator for the growth
function D
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is derived from the ratio between the observed cross-
spectrum and a normalising fiducial cross-spectrum based on the
measured auto-spectrum (lensing potential or convergence can be

c� 2014 RAS, MNRAS 000, 1–20

CMB Lensing Tomography with DES-SV 15

Figure 21. The galaxy-galaxy (top) and galaxy-CMB lensing (bottom)
power spectra, including systematic corrections. Corrections are overall
small, and especially so for the cross-spectrum, with all data points within
one sigma in this case. The best-fit bias and level of detection are negligibly
changed when including these corrections.

6.2 Correcting systematics

A second method of controlling systematic effects involves mea-
suring cross-correlations with the potential systematic maps them-
selves. These cross-correlations can be used to correct the measure-
ments for systematic contamination (Ho et al. 2012). We assume
that some systematic source s, whose value at a given angular po-
sition is given by �

s

, may add a linear contribution to our maps
of galaxy overdensity or lensing potential. In the galaxy case this
assumption means

�
g,obs

= �
g,true

+

X

s

↵
i

�
s

, (23)

with an identical treatment for the lensing potential map. In this
model, the true value of our measurements can be related to our
observed correlations between data and systematics. In the cross-
correlation case, this is given in harmonic space by

Cg�

l,true

= Cg�

l,obs

� Cgs

l

C�s

l

Css

l

, (24)

The last term on the right represents a correction factor to our mea-
surements. We investigated the size of these corrections for many
systematic maps, consistently finding the corrections to be small
compared with the uncertainties on the measurements. We show in
Fig. 21 the corrected power spectra for the four systematic maps of
Fig. 17, for both the auto- and cross-power spectra.

In Fig. 22, we show directly the cross correlations of the SPT
lensing maps with the systematic maps, which enter into Equation
24. This figure shows that the cross correlations are consistent with
zero, which is a good null test. Further work using cross corre-
lations with systematic maps and DES galaxies can be found in
Crocce et al. (2014).

6.3 Other considerations

We have also tested the stability of our results with respect to a
range of possible choices in the analysis method, finding overall
stability in the recovered cross-correlation function. Items that we
tested include:

Figure 22. Correlations between the SPT convergence map and the poten-
tial systematics maps. Data points are offset on the x-axis for clarity. The
galaxy-lensing correlation is detected at more than five sigma, while the ma-
jority of the SPT cross systematic maps data points are consistent with zero.
Correlating the SPT maps with DES potential systematic maps is expected
to produce a null result, which we recover.

• Measurement done on Galactic or Equatorial coordinate maps;
• Including or discarding pixels with mask < 1 when using de-

graded resolution maps;
• Using cuts in mag auto i instead of mag detmodel i;
• Using the intersection of the galaxy and CMB masks versus

keeping the two masks distinct;
• Reducing the catalogue to a magnitude cut of 18 < i < 22.

The correlation functions remain fairly similar.
• Using different photo-z estimators. While the auto-

correlations are more sensitive to this choice, especially in
the redshift tomography, the cross-correlations remain stable.

7 COSMOLOGICAL IMPLICATIONS

While a thourough study of the cosmological implications of the
DES CMB lensing tomography is deferred to future work with DES
year-1 data, we present here a simple proof of concept of the po-
tential applications of our measurements.

7.1 Bias and growth estimators

From the theoretical form of the CMB lensing spectra presented
in Section 2, it is evident that our CMB lensing tomography can
be interpreted as a measurement of structure growth across cosmic
time, potentially constraining departures from the standard cosmo-
logical model at the perturbative level. Indeed, it is clear that the
joint measurement of the auto- and cross-correlations Cgg

l

, C'g

l

al-
lows to break the degeneracy that exists between bias and structure
growth.

We use here the simplest possible assumptions for illustration
purposes, and consider linear, local forms of both the galaxy bias
and the growth function, given by b(z), D(z), while keeping the
cosmology fixed to our Planck fiducial model. Our estimator for
the bias in the i-th redshift bin is simply ˆb

i

= bgg
i

, i.e. the best-fit
value from each auto-correlation, while the estimator for the growth
function D

i

is derived from the ratio between the observed cross-
spectrum and a normalising fiducial cross-spectrum based on the
measured auto-spectrum (lensing potential or convergence can be

c� 2014 RAS, MNRAS 000, 1–20

DES Large Scale Structure WG

Systematic effects (atmosphere, 
dust) are mapped and projected 
out in the measurements 

preliminary

preliminary

41



Galaxy clustering
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Figure 2. Photometric redshift distribution of the ‘Benchmark’ main galaxy
sample (top) and ‘RedMagic’ LRG sample (bottom) in the SPTE field. The
distributions shown were obtained by stacking the TPZ photo-z PDFs. For
the main galaxies we show the full sample where we only cut the tails of
the distribution, 0.2 < z < 1.2, as well as the five redshift bins we use for
the tomographic analysis of the main galaxy sample.

data sets: the main galaxy ‘Benchmark’ sample and the ‘RedMagic’
catalogue of luminous red galaxies (LRGs).

3.1.1 The DES main galaxies

A catalogue of the DES-SV main galaxies suitable for LSS anal-
ysis was selected within the collaboration (Rykoff et al. 2014).
We here consider the final data set, named ‘Gold’, from which
the ‘Benchmark’ main galaxy sample was constructed (Crocce
et al. 2014). The ‘Gold’ catalogue covers 254.4 deg2 with dec
> �61 deg after masking, thus removing the Large Magellanic
Cloud and R Doradus regions, unsuitable for extragalactic science.
It was required that each object should be detected in all bands,
and only regions with at least one CCD coverage in each band (ex-
cept Y) were included. Star/galaxy separation was achieved with
the so-called ‘modest classifier’, which combines the source ex-
tractor CLASS STAR and SPREAD MODEL quantities. Known ar-
tifacts were also removed. The ‘Gold’ catalogue includes a total of
25,227,559 galaxies over the whole SV area. From them, we select
the ‘Benchmark’ galaxy sample over the SPTE field by imposing
the following cuts:

• 18.0 < i < 22.5 (completeness);
• 0 < g� r < 3 and 0 < r� i < 2 and 0 < i� z < 3 (remove

strong colours from diffraction artifacts);
• modest class = 1 (star-galaxy separation);
• 60 < r.a. < 95 and �62 < dec < �40 (select SPTE field).

(Notice that the mag automagnitude is used for the completeness
cut, and the mag detmodel magnitude for colour cuts.)

Photometric redshifts were estimated within the DES collab-
oration using a variety of techniques; the TPZ method (Carrasco

Figure 3. Map of the main galaxies used for our analysis in the SPTE field,
pixellated on the Healpix N

side

= 2048 scheme (pixel side: 1.5’) in Equa-
torial coordinates, after masking. The grid lines are 2.5 deg apart. Grey areas
indicate missing or masked data.

Kind & Brunner 2013) was shown to perform well compared with
a training sample of known redshifts (Sánchez et al. 2014), and
we therefore use this method in the present work. Briefly, TPZ is
a machine learning algorithm using prediction trees and a random
forest method, and was shown to minimise the amount of catas-
trophic outliers with respect to other techniques. The TPZ imple-
mentation we use does not include information from Y -band ob-
servations. In addition to the above-mentioned cuts, we discard the
tails of the photometric redshift distribution, by selecting galaxies
with 0.2 < z < 1.2 only. This leaves us with 3,353,323 objects.
Our selection is consistent with Crocce et al. (2014), so that the
complementary results in the two papers can be directly compared.

We then pixellate the data on the sky using the HEALPIX
scheme (Górski et al. 2005) at a resolution N

side

= 2048 (the
corresponding pixel side is ⇠ 1.50). The mask is constructed by ex-
cluding regions of photometry shallower than the completeness cut
at i < 22.5, and with a fraction of detection < 80%. After mask-
ing, the SPTE field is left with 2,657,554 objects. The sky fraction
covered is f

sky

= 3.182 · 10

�3, corresponding to 131.3 deg2, with
number densities per sr n = 6.64 · 10

7, or 5.62 arc min�2. This
is as expected significantly lower than the requirement value of 10
arc min�2, since we have applied the conservative cut at i < 22.5.

We show in the top panel Fig. 2 the photometric redshift dis-
tribution of the ‘Benchmark’ main galaxies. In addition to the full
sample where we only cut the tails of the photo-z distribution
0.2 < z < 1.2, we also show five redshift bins of width �z = 0.2
that we use in the tomographic analysis. The number of galaxies in
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Figure 7. Measured auto- (left) and cross-correlation functions (right) of DES-SV main galaxies as a function of photometric redshift. The first panel shows
the full sample, while the remaining panels refer to thin photo-z bins, from low to higher redshift. The error bars are derived from the theoretical covariance
matrix. The lines show the fiducial Planck cosmology rescaled by the best-fit linear bias obtained from the ACF (dashed) and from the CCF (dotted); the
best-fit bias values are also shown. The coloured bands represent 1� uncertainties on the best fits. For the first redshift bin, the first four black points in the
ACF at # < 0.15 deg have been excluded from the fit, consistently with Crocce et al. (2014), as they lie deeply in the non-linear regime.

5.1.4 Luminous red galaxies

We then measure the same clustering properties of the RedMapper
LRGs sample introduced above. Given the lower number density,
we only consider here the full unbinned sample. We can see all the
resulting auto- and cross-correlations in Fig. 8. Here we can see
that ACF and CCF of the full un-binned sample are in agreement
with our fiducial model and a linear bias assumed b = 1.7, which
is to be expected for LRGs.

If we use the theoretical covariance, we find for the LRG-SPT

cross-correlation a best-fit bias of b = 0.88 ± 0.44, corresponding
to a 2� detection using these tracers only.

5.2 Harmonic space analysis

While measurements of the angular correlation function are for-
mally fully equivalent to the information contained in the power
spectrum (e.g., Wiener 1949), there are still a few subtle differ-
ences that warrant a more detailed discussion. Since the analysis
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Figure 7. Measured auto- (left) and cross-correlation functions (right) of DES-SV main galaxies as a function of photometric redshift. The first panel shows
the full sample, while the remaining panels refer to thin photo-z bins, from low to higher redshift. The error bars are derived from the theoretical covariance
matrix. The lines show the fiducial Planck cosmology rescaled by the best-fit linear bias obtained from the ACF (dashed) and from the CCF (dotted); the
best-fit bias values are also shown. The coloured bands represent 1� uncertainties on the best fits. For the first redshift bin, the first four black points in the
ACF at # < 0.15 deg have been excluded from the fit, consistently with Crocce et al. (2014), as they lie deeply in the non-linear regime.

5.1.4 Luminous red galaxies

We then measure the same clustering properties of the RedMapper
LRGs sample introduced above. Given the lower number density,
we only consider here the full unbinned sample. We can see all the
resulting auto- and cross-correlations in Fig. 8. Here we can see
that ACF and CCF of the full un-binned sample are in agreement
with our fiducial model and a linear bias assumed b = 1.7, which
is to be expected for LRGs.

If we use the theoretical covariance, we find for the LRG-SPT

cross-correlation a best-fit bias of b = 0.88 ± 0.44, corresponding
to a 2� detection using these tracers only.

5.2 Harmonic space analysis

While measurements of the angular correlation function are for-
mally fully equivalent to the information contained in the power
spectrum (e.g., Wiener 1949), there are still a few subtle differ-
ences that warrant a more detailed discussion. Since the analysis

c� 2014 RAS, MNRAS 000, 1–20

preliminary

42

Galaxy selection
18.0 < i <22.5

0.2 < photo-z < 1.2

Star-galaxy separation

SPT-E field (130 sq. deg.)



LensedUnlensed

2.5º 

S
N
⇤ 1

200
, � = 1000

As r ns fnl ⇤b ⇥ Ne⇥ Yp H0

⇧
m⇥ ⇤8 ⇤c ⇤K ⌅ w wa ⇤� · · ·

⌅
< d2 > ⇤ 2⇥

Blm ⇤ ⇧lmẼlm
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Non-Gaussian structure of the lensed CMB power spectra covariance matrix
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Gravitational lensing of the Cosmic Microwave Background (CMB) encodes cosmological infor-
mation in the observed anisotropies of temperature and polarization. Accurate extraction of this
additional information requires a precise modeling of the covariance matrix of the power spectra of
observed CMB fields. We introduce a new analytical model to describe the non-Gaussian structure
of this covariance matrix and display the importance of second-order terms that were previously
neglected. We also provided a detailed comparison between the information content of the lensed
CMB power spectra and of ideal reconstruction of the lensing potential. We illustrate the impact of
the non-Gaussian terms in the power spectrum covariance by providing Fisher errors on the sum of
the masses of the neutrinos, the dark energy equation of state, and the curvature of the Universe.

PACS numbers: 98.62.Sb, 98.70.Vc, 95.36.+x

I. INTRODUCTION

Gravitational potentials of large-scale structure gen-
erate a deflection of the trajectories of the Cosmic Mi-
crowave Background (CMB), an e⇥ect known as CMB
lensing [1–3] (see [4] for a review). After its initial detec-
tion in cross-correlation with large-scale structure [5, 6],
CMB lensing has now been detected with high signifi-
cance in high-resolution observations from ACT [7] and
SPT [8].

CMB lensing generates a characteristic statistical sig-
nature that makes the CMB sensitive to cosmological pa-
rameters which directly influence the growth of cosmic
structure. This breaks the angular diameter degeneracy
in the unlensed CMB and improves constraints on param-
eters such as neutrino masses, the dark energy equation
of state, and the curvature of the Universe [9–13].

Mathematically, CMB lensing is described as follows.
We introduce a vector field d(⇥n) (the deflection field)
such that the lensed temperature T (⇥n) and unlensed tem-
perature T̃ (⇥n) are related by

T (⇥n) = T̃ (⇥n + d(⇥n)) (1)

and analogously for the Stokes parameters Q(⇥n), U(⇥n)
which describe linear CMB polarization. To lowest order
in perturbation theory, the deflection field d(⇥n) is the
gradient of a scalar lensing potential (i.e. d(⇥n) = ⇥⇥(⇥n))
which can be written as a line-of-sight integral:

⇥(⇥n) = �2
�

d�
⇤(� � �rec)
⇤(�rec)⇤(�)

�(⇤⇥n, �), (2)

where � is the conformal time, �rec is the epoch of last
scattering, and ⇤ is the angular diameter distance in co-
moving coordinates.

� benoitl@iap.fr

CMB lensing modifies the Gaussian statistics of the
unlensed CMB by generating a correlation between the
primary field and its gradient [14]. It also modifies the
shape of the temperature and E-mode polarization power
spectra, and generates a nonzero B-mode power spec-
trum. This leads two di⇥erent statistical techniques for
extracting cosmological information from CMB lensing.
First, we can simply make precise measurements of CMB
power spectra (especially the B-mode power spectrum),
which will include lensing contributions. Second, lens re-
construction techniques have been proposed which use
the correlation between the primary and its gradient to
make a mode-by-mode statistical reconstruction of the
lensing potential ⇥, thus providing a new cosmological
observable [15–19].

Accurate analysis of CMB anisotropies requires cor-
rect modeling of the covariance matrix of the lensed
power spectra. Indeed, CMB lensing breaks the statis-
tical isotropy of the Gaussian unlensed CMB by corre-
lating the various modes. This introduces o⇥-diagonal
terms in the power spectrum covariance. Calculations of
the non-Gaussian covariance of the lensed power spectra
have been performed in both flat sky [20, 21] and full sky
[22] cases, but these calculations make the approximation
that some high-order terms in the lensing potential are
negligible.

In the advent of low-noise and high-resolution CMB ex-
periments that will be able to probe polarization of the
CMB at the arcminute scale (SPTPol, ACTPol [23], PO-
LARBEAR [24]), it becomes necessary to assess the va-
lidity of the current approximations for the non-Gaussian
power spectra covariance, and study the impact on cos-
mological parameter estimation. The purpose of this
paper is therefore to investigate in detail the impact
of the non-Gaussianities induced by CMB lensing and
quantify the information contained in the power spectra.
We introduce a new semi-analytical approach to compute
the power spectrum covariance matrix and validate our

Typical deflections: ~2.5 arcmin

Coherent on the degree scale

Lensing potential reconstruction
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CMB lensing from South Pole Telescope and Planck

CMB lensing potential is an unbiased tracer of all the matter distribution up to z~1100

DES will enable CMB lensing tomography
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Planck full-sky lensing potential
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CMB Lensing Tomography with DES-SV 9

Figure 7. Measured auto- (left) and cross-correlation functions (right) of DES-SV main galaxies as a function of photometric redshift. The first panel shows
the full sample, while the remaining panels refer to thin photo-z bins, from low to higher redshift. The error bars are derived from the theoretical covariance
matrix. The lines show the fiducial Planck cosmology rescaled by the best-fit linear bias obtained from the ACF (dashed) and from the CCF (dotted); the
best-fit bias values are also shown. The coloured bands represent 1� uncertainties on the best fits. For the first redshift bin, the first four black points in the
ACF at # < 0.15 deg have been excluded from the fit, consistently with Crocce et al. (2014), as they lie deeply in the non-linear regime.

5.1.4 Luminous red galaxies

We then measure the same clustering properties of the RedMapper
LRGs sample introduced above. Given the lower number density,
we only consider here the full unbinned sample. We can see all the
resulting auto- and cross-correlations in Fig. 8. Here we can see
that ACF and CCF of the full un-binned sample are in agreement
with our fiducial model and a linear bias assumed b = 1.7, which
is to be expected for LRGs.

If we use the theoretical covariance, we find for the LRG-SPT

cross-correlation a best-fit bias of b = 0.88 ± 0.44, corresponding
to a 2� detection using these tracers only.

5.2 Harmonic space analysis

While measurements of the angular correlation function are for-
mally fully equivalent to the information contained in the power
spectrum (e.g., Wiener 1949), there are still a few subtle differ-
ences that warrant a more detailed discussion. Since the analysis

c� 2014 RAS, MNRAS 000, 1–20

Thanks to DES depth CMB lensing tomography. 
Coming soon! 



Science papers in preparation with SV data
Many More SV Papers in the Pipeline

Galaxy Clustering and validation against CFHTLS 

DES SV Galaxies cross-correlated with CMB lensing 

SPT-SZE signature of DES SV RedMaPPer clusters 

Galaxy Populations within SPT Selected Clusters 

DES/XCS: X-ray properties of galaxy clusters in DES SV 

The Dark Energy Survey SV Shear Catalogue: Pipeline and tests 

Calibrated Ultra Fast Image Simulations for the Dark Energy Survey 

The Dark Energy Survey Supernova Survey: Search Strategy and Algorithm 

Wide-Field Mass Mapping with the DES SVA1 data 

Galaxy bias from cross-correlation of weak lensing and galaxy maps in DES SVA1 data 

Measurement of galaxy bias and stochasticity in DES SVA1 data 

Galaxy-galaxy lensing with the DES SVA1 data. 

etc., etc. 45
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Aug. 2013 - Feb. 2014 (105 nights): 1st year campaign
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Wide-survey exposures completed in year 1 

E. Nielsen

Stripe 82 ~ 150 sq.deg.

SPT ~ 1500 sq.deg.

49

Data is released to the collaboration



Aug. 2013 - Feb. 2014 (105 nights): 1st year campaign

50

Mangle mask

10sig. limiting magnitude in a 2” diameter aperture

~1600 sq. deg.



3 

−60
−40 −20 0 20 40 60

80

−80
−60

−40

−20

0

20
−60

−40 −20 0 20 40 60
80

−80
−60

−40

−20

0

20
−60

−40 −20 0 20 40 60
80

−80
−60

−40

−20

0

20

−60
−40 −20 0 20 40 60

80

−80
−60

−40

−20

0

20
−60

−40 −20 0 20 40 60
80

−80
−60

−40

−20

0

20

g r i

z Y

tilings

1

2

3

4

Current wide-survey exposures completed (as of mid Nov 14)

Aug. 2013 - Feb. 2014: 2nd year campaign (on-going)

aim: 5000 sq.deg. at 4 tilings
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Conclusions (I)

DES started operation in August 2013, end planned in 2018

Preliminary Science Verification data have enough quality to do science:

• Photo-z required precision reached
• Measure galaxy shapes around clusters
• Cosmic shear B-modes consistent with zero
• Clustering measurement in line with previous results

DES papers submitted and published. More to come soon.

Year 1 data is released to the collaboration

First competitive scientific results expected from first 2 seasons of data

52

More coming soon!



Conclusions (II)

DES paves the way for larger photometric and spectroscopic surveys

53

Euclid
satellite,1.2m mirror, 2 instruments : visible, infrared
shape measurements for 1 billion de galaxies 
photometric redshift provided by ground observatories DES
spectroscopic redshift for 50 millions galaxies
launch ~ 2020

LSST
8.4 meter telescope in Chile
3200 megapixel camera,  9.6 sq.deg. field-of-view
6 photometric bands (ugrizY), deep r~27.5 coadd
20,000 sq.deg.
data taking ~ 2020

Exciting times ahead!



DES 5yr VS Euclid footprint
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