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 Run 1LHC       Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 2: Summary of Higgs boson mass measurements from the individual analyses of AT-
LAS and CMS and from the combined analysis presented here. The systematic (narrower,
magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars)
uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column
indicate the central value and the total uncertainty of the combined measurement, respectively.

for the prefit case and

dmHpostfit = ±0.22 GeV = ±0.19 (stat.) ± 0.10(syst.) GeV (7)

for the postfit case, which are both very similar to the observed uncertainties reported in Eq. (3).

Constraining all signal yields to their SM predictions results in an mH value that is about
70 MeV larger than the nominal result with a comparable uncertainty. The increase in the
central value reflects the combined effect of the higher-than-expected H ! ZZ ! 4` measured
signal strength and the increase of the H ! ZZ branching fraction with mH. Thus, the fit
assuming SM couplings forces the mass to a higher value in order to accommodate the value
µ = 1 expected in the SM.

Since the discovery, both experiments have improved their understanding of the electron, pho-
ton, and muon measurements [16, 30–34], leading to a significant reduction of the systematic
uncertainties in the mass measurement. Nevertheless, the treatment and understanding of
systematic uncertainties is an important aspect of the individual measurements and their com-
bination. The combined analysis incorporates approximately 300 nuisance parameters. Among
these, approximately 100 are fitted parameters describing the shapes and normalizations of the
background models in the H ! gg channel, including a number of discrete parameters that al-
low the functional form in each of the CMS H ! gg analysis categories to be changed [35]. Of
the remaining almost 200 nuisance parameters, most correspond to experimental or theoretical
systematic uncertainties.

Based on the results from the individual experiments, the dominant systematic uncertainties
for the combined mH result are expected to be those associated with the energy or momentum
scale and its resolution: for the photons in the H ! gg channel and for the electrons and
muons in the H ! ZZ ! 4` channel [14–16]. These uncertainties are assumed to be uncor-
related between the two experiments since they are related to the specific characteristics of the
detectors as well as to the calibration procedures, which are fully independent except for negli-
gible effects due to the use of the common Z boson mass [36] to specify the absolute energy and

The story so far …10

 [GeV]Hm
124 124.5 125 125.5 126 126.5 127

)
µ

Si
gn

al
 s

tre
ng

th
 (

0.5

1

1.5

2

2.5

3
CMS and ATLAS

 Run 1LHC
γγ→H ATLAS

l4→ZZ→H ATLAS
γγ→H CMS

l4→ZZ→H CMS
All combined

Best fit
68% CL

Figure 4: Summary of likelihood scans in the 2D plane of signal strength µ versus Higgs boson
mass mH for the ATLAS and CMS experiments. The 68% CL confidence regions of the individ-
ual measurements are shown by the dashed curves and of the overall combination by the solid
curve. The markers indicate the respective best-fit values.
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• Latest ATLAS+CMS combined results as of March 2015 using 7+8 TeV datasets 
‣ Combines measurements from H → ZZ → 4l and H → γγ decay channels 

• Combined CMS+ATLAS mH measurement found to be (σ(mH) derived from LL 
width),

3

ing SM expectation for the different production and decay modes. Two factors, µgg
ggF+tt̄H and

µgg
VBF+VH, are used to scale the signal strength in the H ! gg channel. The production pro-

cesses involving Higgs boson couplings to fermions, namely gluon fusion (ggF) and associated
production with a top quark-antiquark pair (tt̄H), are scaled with the µgg

ggF+tt̄H factor. The pro-
duction processes involving couplings to vector bosons, namely vector boson fusion (VBF) and
associated production with a vector boson (VH), are scaled with the µgg

VBF+VH factor. The third
factor, µ4`, is used to scale the signal strength in the H ! ZZ ! 4` channel. Only a single
signal-strength parameter is used for H ! ZZ ! 4` events because the mH measurement in
this case is found to exhibit almost no sensitivity to the different production mechanisms.

The procedure based on the two scale factors µgg
ggF+tt̄H and µgg

VBF+VH for the H ! gg channel
was previously employed by CMS [15] but not by ATLAS. Instead, ATLAS relied on a single
H ! gg signal-strength scale factor. The additional degree-of-freedom introduced by ATLAS
for the present study results in a shift of about 40 MeV in the ATLAS H ! gg result, leading
to a shift of 20 MeV in the ATLAS combined mass measurement.

The individual signal strengths µgg
ggF+tt̄H, µgg

VBF+VH, and µ4` are assumed to be the same for
ATLAS and CMS, and are profiled in the combined fit for mH. The corresponding profile-
likelihood ratio is

L(mH) =
L
�
mH , ˆ̂µgg

ggF+tt̄H(mH) , ˆ̂µgg
VBF+VH(mH) , ˆ̂µ4`(mH) , ˆ̂q(mH)

�

L(m̂H, µ̂gg
ggF+tt̄H , µ̂gg

VBF+VH, µ̂4`, q̂)
. (2)

Slightly more complex fit models are used, as described below, to perform additional compati-
bility tests between the different decay channels and between the results from ATLAS and CMS.

Combining the ATLAS and CMS data for the H ! gg and H ! ZZ ! 4` channels according
to the above procedure, the mass of the Higgs boson is determined to be

mH = 125.09 ± 0.24 GeV
= 125.09 ± 0.21 (stat.)± 0.11 (syst.) GeV,

(3)

where the total uncertainty is obtained from the width of a negative log-likelihood ratio scan
with all parameters profiled. The statistical uncertainty is determined by fixing all nuisance
parameters to their best-fit values, except for the three signal-strength scale factors and the
H ! gg background function parameters, which are profiled. The systematic uncertainty is
determined by subtracting in quadrature the statistical uncertainty from the total uncertainty.
Equation (3) shows that the uncertainties in the mH measurement are dominated by the statisti-
cal term, even when the Run 1 data sets of ATLAS and CMS are combined. Figure 1 shows the
negative log-likelihood ratio scans as a function of mH, with all nuisance parameters profiled
(solid curves), and with the nuisance parameters fixed to their best-fit values (dashed curves).

The signal strengths at the measured value of mH are found to be µgg
ggF+tt̄H = 1.15+0.28

�0.25,
µgg

VBF+VH = 1.17+0.58
�0.53, and µ4` = 1.40+0.30

�0.25. The combined overall signal strength µ (with
µgg

ggF+tt̄H = µgg
VBF+VH = µ4` ⌘ µ) is µ = 1.24+0.18

�0.16. The results reported here for the signal
strengths are not expected to have the same sensitivity, nor exactly the same values, as those
that would be extracted from a combined analysis optimized for the coupling measurements.

The combined ATLAS and CMS results for mH in the separate H ! gg and H ! ZZ ! 4`
channels are

mgg
H = 125.07 ± 0.29 GeV

= 125.07 ± 0.25 (stat.)± 0.14 (syst.) GeV
(4)

Refs: CMS-HIG-14-042 / ATLAS-HIGG-2014-14 

ATLAS+CMS Higgs boson 
mass (mH) per channel:

Signal strength (µ) vs. mH

mH
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Figure 16: Likelihood scans for parameters in a model with coupling scaling factors for the
SM particles, one coupling at a time while profiling the remaining five together with all other
nuisance parameters; from top to bottom: kV (W and Z bosons), kb (bottom quarks), kt (tau
leptons), kt (top quarks), kg (gluons; effective coupling), and kg (photons; effective coupling).
The inner bars represent the 68% CL confidence intervals while the outer bars represent the
95% CL confidence intervals.

Parameter value
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- 0.46
+0.54 = 2.18tgλ

- 0.17
+0.19 = 0.79Zτλ

- 0.14
+0.17 = 0.93Zγλ

- 0.23
+0.22 = 0.59bZλ

- 0.28
+0.36 = 1.39Zgλ

- 0.13
+0.15 = 0.87WZλ

- 0.13
+0.14 = 0.98gZκ

68% CL
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 (7 TeV)-1 (8 TeV) +  5.1 fb-119.7 fb
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Figure 17: Likelihood scans for parameters in a model without assumptions on the total width
and with six coupling modifier ratios, one parameter at a time while profiling the remaining
six together with all other nuisance parameters; from top to bottom: kgZ (= kgkZ/kH), lWZ
(= kW/kZ), lZg (= kZ/kg), lbZ (= kb/kZ), lgZ (= kg/kZ), ltZ (= kt/kZ), and ltg (= kt/kg).
The inner bars represent the 68% CL confidence intervals while the outer bars represent the
95% CL confidence intervals.

• Channel-specific ratios of coupling scale factors calculated both for CMS, 
ATLAS using the 7+8 TeV dataset 
‣ Make no assumptions on Higgs boson width, loop particle coupling 

strengths 
• Signal strength, coupling precisions generally  ∆µ/µ, ∆λ/λ < 20-50%

Refs: CERN-PH-EP-2014-288, ATLAS-CONF-2015-007
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Physics program highlights for 300, 3000 fb-1
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µ ~ 140-200Run II, III
• Updated σ(ZZ), σ (γγ) 

measurements 
• Higgs boson couplings, µ 

at O(10%) level 
• Spin, CP at O(10%) level

HL-LHC
• Rare decays, couplings 

(µµ, Zγ), HH production 
• 1-2% precision on γγ, ZZ 

couplings, 2-10% precision 
for other channels

2015 - 2018 … 2020 - 2023 … 2025 - 2028 … 2030 - beyond

100 fb-1 300 fb-1 3000 fb-1

µ ~ 40 µ ~ 80

• CMS, ATLAS will undergo L1 trigger, muon, calorimeter upgrades 
to offset pileup 

• Differences in 300, 3000 fb-1 result estimation approaches: 
• CMS: Extrapolate 2012-equivalent performance to higher ℑ, √s 
• ATLAS: Truth samples, smearing functions for detector response

Refs: R-D Heuer, “LHC Schedule according to MTP2015”, 18/06/15
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16 4 Higgs Boson Properties

fusion and via vector-boson fusion production [30–32]. The dimuon events can be observed as
a narrow resonance over a falling background distribution. The shape of the background can
be parametrized and fitted together with a signal model. Assuming the current performance of
the CMS detector, we confirm these studies and estimate a measurement of the hµµ coupling
with a precision of 8%, statistically limited in 3000 fb�1.
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Figure 12: Estimated precision on the measurements of k

g

, kW , kZ, kg, kb, kt and k

t

. The pro-
jections assume

p
s = 14 TeV and an integrated dataset of 300 fb�1 (left) and 3000 fb�1 (right).

The projections are obtained with the two uncertainty scenarios described in the text.
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Figure 13: Estimated precision on the signal strengths (left) and coupling modifiers (right).
The projections assuming

p
s = 14 TeV, an integrated dataset of 3000 fb�1 and Scenario 1 are

compared with a projection neglecting theoretical uncertainties.

4.5 Spin-parity

Besides testing Higgs couplings, it is important to determine the spin and quantum numbers
of the new particle as accurately as possible. The full case study has been presented by CMS
with the example of separation of the SM Higgs boson model and the pseudoscalar (0�) [7].
Studies on the prospects of measuring CP-mixing of the Higgs boson are presented using the
H! ZZ⇤ ! 4l channel. The decay amplitude for a spin-zero boson defined as

A(H ! ZZ) = v�1
⇣

a1m2
Ze

⇤
1e

⇤
2 + a2 f ⇤(1)

µn

f ⇤(2),µn + a3 f ⇤(1)
µn

f̃ ⇤(2),µn

⌘
. (2)

6

• Using zero-width approximation, we can 
decompose signal rates as, 

• Can therefore rewrite σ • B, µ using scale factors κ2 
• Good agreement in CMS, ATLAS predictions →  

expect 5-15% ultimate precision, varies by coupling

3.1 Coupling fit framework

The measurements of coupling scale factors are implemented using a leading-order tree-level motivated
framework [10]. This framework is based on the following assumptions:

• The signals observed in the di↵erent search channels originate from a single resonance. A mass of
125 GeV is assumed here.

• The width of the Higgs boson is narrow, justifying the use of the zero-width approximation. Hence
the predicted rate for a given channel can be decomposed in the following way:

� · B (i! H ! f ) =
�i · � f

�H
(1)

where �i is the production cross section through the initial state i, B and � f are the branching ratio
and partial decay width into the final state f , respectively, and �H is the total width of the Higgs
boson.

• Only modifications of coupling strengths are considered, while the tensor structure of the La-
grangian is assumed to be the same as that in the SM. This assumes in particular that the observed
state is a CP-even scalar, which can be tested using the measurements discussed in Ref. [30].

The coupling scale factors  j are defined in such a way that the cross sections � j and the partial decay
widths � j associated with the SM particle j scale with 2j compared to the SM prediction [10]. With this
notation, and with 2H being the scale factor for the total Higgs boson width �H , the signal strength for
the gg! H ! �� process, for example, can be expressed as:

� · B (gg! H ! ��)
�SM(gg! H) · BSM(H ! ��) =

2g · 2�
2H

(2)

In some of the fits, H and the e↵ective scale factors �, (Z�), and g for the loop-induced H ! ��,
H ! Z�, and gg ! H processes are expressed as a function of the more fundamental factors W , Z , t,
b, ⌧, and µ. Only the dominant fermion contributions are indicated here for simplicity, but other terms
are included as well. The relevant relationships are:

2g(b, t) =
2t · �tt

ggH + 
2
b · �bb

ggH + tb · �tb
ggH

�tt
ggH + �

bb
ggH + �

tb
ggH

2�(b, t, ⌧, W) =
P

i, j i j · �i j
��

P
i, j �

i j
��

(3)

2(Z�)(b, t, ⌧, W) =

P
i, j i j · �i j

Z�
P

i, j �
i j
Z�

2H =
X

j j=WW, ZZ, bb̄, ⌧�⌧+,

��, Z�, gg, tt̄, cc̄, ss̄, µ�µ+

2j�
SM
j j

�SM
H

where �i j
ggH , �i j

��, �
i j
Z� and �SM

f f are theoretically predicted [10]. Unless dedicated fit parameters �, (Z�),
or g are assigned to these e↵ective coupling scale factors, the relations above are used in the fits.

5

(300 fb-1) (3000 fb-1)

All systematic 
uncertainties are left 

unchanged

Scenario 1:

• Theoretical uncertainties 
scaled by 1/2 

• Other systematic 
uncertainties scaled by 
√(int. lumi.)

Scenario 2:

Expected Higgs coupling (κX) precisions
Refs: CMS NOTE-13-002, ATL-PHYS-PUB-2014-016 
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Table 3: Precision on the measurements of k

g

, kW , kZ, kg, kb, kt and k

t

. These values are obtained
at

p
s = 14 TeV using an integrated dataset of 300 and 3000 fb�1. Numbers in brackets are

% uncertainties on couplings for [Scenario 2, Scenario 1] as described in the text. For the fit
including the possibility of Higgs boson decays to BSM particles d the 95% CL on the branching
fraction is given.

L (fb�1) k

g

kW kZ kg kb kt k

t

kZg

k

µµ

BRSM
300 [5, 7] [4, 6] [4, 6] [6, 8] [10, 13] [14, 15] [6, 8] [41, 41] [23, 23] [14, 18]
3000 [2, 5] [2, 5] [2, 4] [3, 5] [4, 7] [7, 10] [2, 5] [10, 12] [8, 8] [7, 11]
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Figure 14: Estimated precision on the measurements of ratios of Higgs boson couplings (plot
shows ratio of partial width. It will be replaced by a plot of ratio of couplings by the time
of the pre-approval. Uncertainties are 1/2). The projections assume

p
s = 14 TeV and an

integrated dataset of 300 fb�1 (left) and 3000 fb�1 (right). The projections are obtained with the
two uncertainty scenarios described in the text.

where f (i),µn ( f̃ (i),µn) is the (conjugate) field strength tensor of a Z boson with polarization vector
ei and v the vacuum expectation value of the Higgs field. The spin-zero models 0+ and 0�
correspond to the terms with a1 and a3, respectively.

Four independent real numbers describe the process in Eq. (2), provided that the overall rate
is treated separately and one overall complex phase is not measurable. For a vector-boson
coupling, the four independent parameters can be represented by two fractions of the corre-
sponding cross-sections ( fa2 and fa3) and two phases (fa2 and fa3). In particular, the fraction of
CP-odd contribution is defined under the assumption a2 = 0 as

fa3 =
|a3|2s3

|a1|2s1 + |a3|2s3
,

where si is the effective cross section of the process corresponding to ai = 1, aj 6=i = 0. Given the
measured value of fa3, the coupling constants can be extracted in any parameterization. For
example, following Eq. (2) the couplings will be
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where s1/s3 = 6.240 for a Higgs boson with a mass of 126 GeV.

A fit is performed on the parameter fa3, which is effectively a fraction of events (corrected for
reconstruction efficiency) corresponding to the 0� contribution in the (D0� ,Dbkg) distribution.
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where f (i),µn ( f̃ (i),µn) is the (conjugate) field strength tensor of a Z boson with polarization vector
ei and v the vacuum expectation value of the Higgs field. The spin-zero models 0+ and 0�
correspond to the terms with a1 and a3, respectively.

Four independent real numbers describe the process in Eq. (2), provided that the overall rate
is treated separately and one overall complex phase is not measurable. For a vector-boson
coupling, the four independent parameters can be represented by two fractions of the corre-
sponding cross-sections ( fa2 and fa3) and two phases (fa2 and fa3). In particular, the fraction of
CP-odd contribution is defined under the assumption a2 = 0 as
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where s1/s3 = 6.240 for a Higgs boson with a mass of 126 GeV.

A fit is performed on the parameter fa3, which is effectively a fraction of events (corrected for
reconstruction efficiency) corresponding to the 0� contribution in the (D0� ,Dbkg) distribution.
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where f (i),µn ( f̃ (i),µn) is the (conjugate) field strength tensor of a Z boson with polarization vector
ei and v the vacuum expectation value of the Higgs field. The spin-zero models 0+ and 0�
correspond to the terms with a1 and a3, respectively.

Four independent real numbers describe the process in Eq. (2), provided that the overall rate
is treated separately and one overall complex phase is not measurable. For a vector-boson
coupling, the four independent parameters can be represented by two fractions of the corre-
sponding cross-sections ( fa2 and fa3) and two phases (fa2 and fa3). In particular, the fraction of
CP-odd contribution is defined under the assumption a2 = 0 as
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,

where si is the effective cross section of the process corresponding to ai = 1, aj 6=i = 0. Given the
measured value of fa3, the coupling constants can be extracted in any parameterization. For
example, following Eq. (2) the couplings will be
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⇥
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where s1/s3 = 6.240 for a Higgs boson with a mass of 126 GeV.

A fit is performed on the parameter fa3, which is effectively a fraction of events (corrected for
reconstruction efficiency) corresponding to the 0� contribution in the (D0� ,Dbkg) distribution.
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where f (i),µn ( f̃ (i),µn) is the (conjugate) field strength tensor of a Z boson with polarization vector
ei and v the vacuum expectation value of the Higgs field. The spin-zero models 0+ and 0�
correspond to the terms with a1 and a3, respectively.

Four independent real numbers describe the process in Eq. (2), provided that the overall rate
is treated separately and one overall complex phase is not measurable. For a vector-boson
coupling, the four independent parameters can be represented by two fractions of the corre-
sponding cross-sections ( fa2 and fa3) and two phases (fa2 and fa3). In particular, the fraction of
CP-odd contribution is defined under the assumption a2 = 0 as

fa3 =
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|a1|2s1 + |a3|2s3
,

where si is the effective cross section of the process corresponding to ai = 1, aj 6=i = 0. Given the
measured value of fa3, the coupling constants can be extracted in any parameterization. For
example, following Eq. (2) the couplings will be
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|a1| =
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(1 � fa3)
⇥
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,

where s1/s3 = 6.240 for a Higgs boson with a mass of 126 GeV.

A fit is performed on the parameter fa3, which is effectively a fraction of events (corrected for
reconstruction efficiency) corresponding to the 0� contribution in the (D0� ,Dbkg) distribution.
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3.3 Mass dependence of couplings

To test the predicted relationship between the Higgs boson couplings and the SM particle masses, “re-
duced” coupling scale factors yi are defined2 as in Eqns. (16) and (18) in Ref. [33]:

yV,i =

r
V,i
gV,i

2v
=
p
V,i

mV,i

v
(4)

for the weak bosons V=W and Z (indexed by i), and

yF,i = F,i
gF,ip

2
= F,i

mF,i

v
(5)

for the fermions F=µ, ⌧, b, and t (indexed by i), and where gV,i and gF,i denote the absolute gauge
couplings to various bosons and Yukawa couplings to various fermions, respectively. The fit results for
a model assuming no new Higgs decay modes, with loop-induced couplings resolved in terms of the
couplings to particles running in the loops (see Table 3, model Nr. 7), are used. Figure 4 shows the
reduced coupling scale factors yi as a function of the mass of particle i.

3.4 Theory uncertainties

As seen from the expected precision of coupling parameter measurements in Tables 3–5, the current
Higgs boson signal theory uncertainties [10–12] give a sizeable contribution to the expected total uncer-
tainty and even dominate the uncertainty in some cases. This section provides estimates of how much
each source of theory uncertainty would have to be reduced to be small compared to the expected exper-
imental uncertainties. In this context “small” is arbitrarily defined for each theory systematic uncertainty
as 30% of the expected total experimental uncertainty, which would lead to an increase of the total
uncertainty by ⇠10% due to this source3.

This estimation of the size of theory uncertainties is only approximate and is intended as a guideline
to indicate where improvements are definitely needed, rather than as a precise prediction. In some cases
such as the jet-bin and pT uncertainties for the gg! H process, the values of the uncertainties are specific
to the analysis selection, but are treated as 100% correlated between the di↵erent analyses since this is
the best approximation currently possible. However, this allows the high-statistics fits in the HL-LHC
scenarios to reduce the input theory uncertainty by up to a factor of 2 by exploiting the consistency of
the signal strength between di↵erent experimental analyses, categories, and bins in distributions. These
reduction factors are overstated as they originate from an insu�ciently detailed model of the underlying
theory uncertainties and their correlatations in di↵erent phase space regions. More detailed correlation
models and improved analysis, which allow for better cancellation of systematic uncertainties in some
measurements, will need to be developed in the future either to address this issue or to demonstrate where
measured data can be used to reduce the Higgs boson signal theory uncertainties. The deduced theory
uncertainties given here are corrected as best as possible to compensate for these excessive reductions in
uncertainty.

Table 6 shows the deduced sizes of di↵erent Higgs boson signal theoretical uncertainties given the
measurements presented in the generic model 15 in Table 5, which uses as few theory assumptions as
possible at the LHC. Models 2 and 8 from Table 3 were also examined, but no stronger constraints were
found.

In general, both the inclusive and di↵erential signal theory uncertainties on the gg ! H process
are found to be the most limiting for future measurements. To a lesser degree, the uncertainties on the

2The definition of the reduced vector boson coupling, yV,i, has been changed with respect to the one used in Ref. [4].
3As the theory uncertainties are uncorrelated to the experimental uncertainties, a sum in quadrature with the experimental

uncertainties is valid to very good approximation.
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• Fit results assume no new Higgs 
decay modes 

• Can plot reduced coupling scale 
factors yi as against mass of 
particle i (see right) 

• ∆yX/yX smallest for W, Z (≤ 5%), 
largest for b, t quarks
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Figure 4: Fit results for the reduced coupling scale factors yV,i =
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V,i

mV,i
v for weak bosons

and yF,i = F,i
gF,ip

2
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v for fermions as a function of the particle mass, assuming 300 fb�1 or

3000 fb�1 of 14 TeV data and a SM Higgs boson with a mass of 125 GeV. The corresponding uncertainties
on the coupling scale factors can be found in model Nr. 7 in Table 3. The diagonal, dashed line indicates
the predicted mass dependence for the SM Higgs boson.
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fusion and via vector-boson fusion production [30–32]. The dimuon events can be observed as
a narrow resonance over a falling background distribution. The shape of the background can
be parametrized and fitted together with a signal model. Assuming the current performance of
the CMS detector, we confirm these studies and estimate a measurement of the hµµ coupling
with a precision of 8%, statistically limited in 3000 fb�1.
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The projections are obtained with the two uncertainty scenarios described in the text.
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p
s = 14 TeV, an integrated dataset of 3000 fb�1 and Scenario 1 are
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4.5 Spin-parity

Besides testing Higgs couplings, it is important to determine the spin and quantum numbers
of the new particle as accurately as possible. The full case study has been presented by CMS
with the example of separation of the SM Higgs boson model and the pseudoscalar (0�) [7].
Studies on the prospects of measuring CP-mixing of the Higgs boson are presented using the
H! ZZ⇤ ! 4l channel. The decay amplitude for a spin-zero boson defined as

A(H ! ZZ) = v�1
⇣

a1m2
Ze

⇤
1e

⇤
2 + a2 f ⇤(1)

µn

f ⇤(2),µn + a3 f ⇤(1)
µn

f̃ ⇤(2),µn

⌘
. (2)

(3000 fb-1)

Scenario 1
No theory uncert.

Expected Higgs signal strength (µ) precisions

9

Refs: CMS NOTE-13-002, ATL-PHYS-PUB-2014-016 

• Measurements of σ × BR expressed in 
terms of the ratio µ = σ / σSM  

• Uncertainties of ∆µ/µ ~ 4% reachable 
with 3000 fb-1 for diboson states 

• Signal strength measurement of gg → 
H production has ∆µ/µ ~ 4%
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Studies on the prospects of measuring CP-mixing of the Higgs boson are presented using the
H! ZZ⇤ ! 4l channel. The decay amplitude for a spin-zero boson defined as

A(H ! ZZ) = v�1
⇣

a1m2
Ze

⇤
1e

⇤
2 + a2 f ⇤(1)

µn

f ⇤(2),µn + a3 f ⇤(1)
µn

f̃ ⇤(2),µn

⌘
. (2)

SM tree process

}
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} }
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Figure 8: Expected 68% (dotted line) and 95% (full line) CL exclusion contours in the
(<(g4)/g1,=(g4)/g1) (left plots), and (<(g2)/g1,=(g2)/g1) (right plots) plane for a Standard Model
signal, estimated with the 8D likelihood fit method. Contours in red assume an integrated luminosity of
300 fb�1, contours in black assume an integrated luminosity of 3000 fb�1.

is used:

fgi =
r2

i1

1 + r2
i1
, �gi = arg

 
gi

g1

!
, where r2

31 ⇡ 0.16
|g4|2
|g1|2

and r2
21 ⇡ 0.382

|g2|2
|g1|2
. (7)

The numerical coe�cients are obtained by calculating the cross-sections �1,�2 and �4 defined in Sec. 1,
using the JHU Monte Carlo generator. In the current analysis g2 and g4 are measured separately, assum-
ing the simultaneous presence of only g1 and of the coupling under study, this corresponds to set g2 = 0
(g4 = 0) in the expression of fg4 ( fg2 ) in (4).

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the ME-observable fit
for the Standard Model Higgs signal are presented in Fig. 9. The results are shown for 300 fb�1 and
3000 fb�1. The parameter space outside of the shaded area is excluded at 95% CL. A summary of
expected limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the ME-observable fit are
presented in the Table 8.

Luminosity fg4 fg2

300 fb�1 0.15 0.43

3000 fb�1 0.037 0.20

Table 8: Expected 95% CL upper limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the
ME-observable fit

A summary of the expected sensitivities for fg4 and fg2 , that can be reached by ATLAS with 300 and
3000 fb�1, with the 8D likelihood fit method is reported in Table 9. The numbers are expressed as 95%
CL expected upper limit on the fg4 and fg2 parameters, that can be obtained for a Standard Model signal,
and are calculated by profiling the �g4 and �g2) parameters.

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the full 8D likelihood fit
for the Standard Model Higgs signal are presented in Fig. 10. The results are shown for 300 fb�1 and
3000 fb�1, and presented as expected 68% and 95% CL exclusion contours.
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Figure 9: Couplings exclusion limits for 300 fb�1 and 3000 fb�1 obtained with the ME-observable fit for
the Standard Model Higgs signal. The parameter space outside of the shaded area is excluded at 95% CL.
Top row: Results of the g2-sensitive fits projected onto the ( fg2 , �g2 ) plane. Bottom row: Results of the
g4-sensitive fits projected onto the ( fg4 , �g4 ) plane.

Luminosity fg4 fg2

300 fb�1 0.20 0.29
3000 fb�1 0.06 0.12

Table 9: Expected 95% CL upper limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the
8D likelihood fit. Results from 8D method assume a 10% additional systematic uncertainty correlated
between signal and background as discussed in Sec. 4.1.

15

95% CL: 0.06 
(3000 fb-1)

fa3 ⌘ f(g4) =
|g4|2�4

|g1|2�1 + |g2|2�2 + |g4|2�4
Note: 

(CMS neglects small |g2| term)
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Refs: CMS NOTE-13-002, ATL-PHYS-PUB-2013-014, ATL-PHYS-PUB-2014-006

H → µµ H → Zγ

• Direct probe of H coupling to 2nd 
generation fermions 

• CMS quotes 5% precision on µ 
coupling for fully upgraded detector

• Proceeds entirely through loops of 
heavy charged particles 
‣ Sensitive to new heavy states

Table for H ! Z�:

Quantity ATLAS CMS
Z0 3.9� –

�µ/µ +0.25
�0.26 (stat) +0.17

�0.15 (syst) 0.20� 0.24
Table for H ! µµ:

Quantity ATLAS CMS
Z0 7.0� � 5�

�µ/µ 0.21 0.20� 0.24

Table for HH ! bb̄��:

Quantity Measurement
Z0 1.3�

Table of ATLAS Higgs couplings (full theory uncertainties) assuming narrow
width approximation:

�/ (%)

Coupling 300 fb�1 3000 fb�1

Z 8.1 4.4
W 9.0 5.1
t 22 11
b 23 12
⌧ 14 9.7
µ 21 7.5
g 14 9.1
� 9.3 4.9

1
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Carlo. The smaller Z+jets contribution is assumed to have the same shape. The size of the background

is evaluated by scaling the background from the 8 TeV analysis by the Z + γ continuum cross section

ratio σ
Zγ
14TeV

/σ
Zγ
8TeV
=1.82, and scaled by factors to correct from the Run I to the HL-LHC efficiencies,

including photon ID (63%), lepton ID (97%) and lepton trigger (97%), giving an overall acceptance ratio

of 59% [6, 7]. The acceptance at 8 TeV includes assumptions of a photon ID efficiency of 82%, a lepton

ID efficiency of 86% and a trigger efficiency of 98% [4] for the Z + γ background process. It is assumed

that photon background arising from pile-up interactions can be neglected.

Selection H → Zγ, Z → ee H → Zγ, Z → µµ
ggF VBF ggF VBF

Initial 100% 100% 100% 100%

Trigger 29.6% 31.8% 29.1% 31.0%

Z boson cadidate 22.9% 24.4% 24.1% 25.3%

Lepton ID efficiency 20.4% 21.8% 20.4% 21.5%

One photon 14.6% 16.0% 14.5% 15.7%

Photon ID efficiency 7.20% 8.74% 7.15% 8.59%

mll > 81.18 GeV 6.28% 7.58% 6.51% 7.79%

Table 1: Effects of selection cuts on the generated signal sample. The trigger selection includes most of

the lepton acceptance effects.

Signal and background distributions of mllγ and mllγ−mll after the full selection are shown in Figure 1.

The variable mllγ is used for the signal search.

 [GeV]γllm

80 100 120 140 160 180 200

E
ve

n
ts

 /
 G

e
V

0

5000

10000

15000

20000

25000
ATLAS Simulation
Preliminary

 = 14 TeVs
-1

Ldt = 3000 fb∫

ee→, ZγZ→H

Background

 20×SM Signal 

 [GeV]ll-mγllm

25 30 35 40 45 50 55 60

E
ve

n
ts

 /
 G

e
V

0

5000

10000

15000

20000

25000

30000

ATLAS Simulation
Preliminary

 = 14 TeVs
-1

Ldt = 3000 fb∫

ee→, ZγZ→H

Background

 20×SM Signal 

 [GeV]γllm

80 100 120 140 160 180 200

E
ve

n
ts

 /
 G

e
V

0

5000

10000

15000

20000

25000

30000
ATLAS Simulation
Preliminary

 = 14 TeVs
-1

Ldt = 3000 fb∫

µµ→, ZγZ→H

Background

 20×SM Signal 

 [GeV]ll-mγllm

25 30 35 40 45 50 55 60

E
ve

n
ts

 /
 G

e
V

0

5000

10000

15000

20000

25000

30000

35000

40000

ATLAS Simulation
Preliminary

 = 14 TeVs
-1

Ldt = 3000 fb∫

µµ→, ZγZ→H

Background

 20×SM Signal 

Figure 1: mllγ and mllγ − mll of signal and background after the full event selection and parameterized

lepton and photon reconstruction.
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Figure 16: (a) Distribution of the µ+µ� invariant mass of the signal and background processes generated
for
p

s = 14 TeV and L = 3000 fb�1. (b) Background subtracted invariant mass distribution of a toy MC
sample generated under the signal-plus-background hypothesis for L = 3000 fb�1.

8.3 Signal and Background Modelling

The final discriminating variable in the H ! µ+µ� searches is the µ+µ� invariant mass distribution.
The shape and normalisation of the total background is estimated from data by fitting the signal and
background parametrisation introduced in Ref. [18] to the invariant mass distribution.

A binned likelihood fit of the total µ+µ� invariant mass distribution is performed in the mass range of
100 GeV to 160 GeV to estimate the free parameters of the background model. The resulting fit param-
eters define the background estimate. Uncertainties on the shape and normalisation of the background
estimate are obtained from the fit uncertainties of the individual model parameters. A negligible system-
atic uncertainty in the background model is assessed by using alternative functions, either an exponential
together with a 4th order Bernstein polynomial, or the model from the 2011 MSSM h/A/H ! µ+µ�.

Figure 16 (b) shows the estimated background subtracted from a toy MC sample generated from the
signal-plus-background hypothesis expected for an integrated luminosity of 3000 fb�1. For comparison
the tested signal-plus-background and background only hypotheses are shown as well.

8.4 Results

The resulting number of signal and background events in a mass range of 122 GeV to 128 GeV are
shown in Table 13 for the two scenarios with

p
s = 14 TeV and 300 fb�1 or 3000 fb�1, respectively. The

uncertainty from the background estimation of the fit is shown. The expected signal significance and the
precision on the combined signal strength µ are obtained from the complete distributions in the full fit
range of 100 GeV to 160 GeV taking into account the signal and background shapes. With an integrated
luminosity of 3000 fb�1, the H ! µ+µ� channel can be observed, with an expected significance of 7.0�.

24

Rare, interesting Higgs processes at 3000 fb-1

SM × 20
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Refs: LHCC-P-008, ATL-PHYS-PUB-2014-019, ATL-PHYS-PUB-2014-018

HH → bbγγ H → τlτhad

• Allows measurement of Higgs self-
coupling λHHH 

• CMS Z0 (3000 fb-1): 1.9σ for bbγγ + 
bbττ 
‣ 54% exp. uncertainty in signal 

yield 
• ATLAS Z0 (λHHH / λSM = 1): 1.3σ

• Tests ratio of third-to-second generation 
lepton couplings 

• Exp. ∆µ/µ (3000 fb-1): 24% 
‣ Ignores theory uncertainties 
‣ Assumes 5-10% experimental 

uncertainties

300 Chapter 10. Exploring the High Luminosity LHC Physics Program

the reconstruction, or the analysis strategy.

]2 [GeV/cγγM
100 105 110 115 120 125 130 135 140 145 150

N
um

be
r o

f E
ve

nt
s

0

10

20

30

40

50
Toy data
Combined fit

γγHH->bb
Resonant bkg
Non-resonant bkg

=14 TeV, PU=140s

CMS Simulation

Figure 10.10: Di-photon mass distribution for the estimated signal and background contribu-
tions. The data points show the result of a pseudo-experiment.
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Figure 10.11: The median expected relative uncertainty on the signal yield as a function of the
relative change of b-tagging (left) and photon identification (right) efficiencies.

10.1.4.2 bbtt final state

The t

µ

th, and thth di-tau final states, where th denotes hadronic tau decays, and t

µ

denotes tau
decays to muons, are studied. About 9000 bbtt di-Higgs events per experiment are expected
at HL-LHC with 3 ab�1. However, the tt̄ background with fully leptonic decays to taus is over-
whelming. Another source of large background is Drell-Yan production of a Z boson decaying
into a pair of tau leptons produced in association with jets, where light jets are mis-tagged
as b-jets. The important single Higgs boson backgrounds are ZH, where the Higgs boson is
produced in association with a Z boson, and tt̄H, where the Higgs boson is produced in asso-
ciation with a top quark-antiquark pair. The remaining backgrounds considered are single top
and tt̄ produced in association with a vector boson, and di-boson processes. The QCD multi-jet
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Figure 4: Signal (solid line, multiplied by 100 for visualisation purposes) and background (colored
areas) HL-LHC predictions of (a) pT (⌧had), (b) pT (l), (c) ⌘(⌧had), (d) ⌘(l), (e) �R(⌧h, l), (f) MMC (g)
mvis and (h) mT (l, Emiss

T ). The last bin contains the overflow events.

9

(MMC = “Missing mass  
calculator”)

Rare, interesting Higgs processes at 3000 fb-1

SM × 100
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ttH, WH/ZH production  
(H → γγ, H → µµ channels)

13

diphoton mass [GeV]
100 110 120 130 140 150

Ev
en

ts
/G

eV
 / 

3 
ab

-1

0

50

100

150

200

250

300

diphoton mass [GeV]
100 110 120 130 140 150

Ev
en

ts
/G

eV
 / 

3 
ab

-1

0

50

100

150

200

250

300 ttH
WH
ZH
VBF
gg
Z
W
diphoton
ttbar

-1 L dt = 3000 fb∫

ATLAS  Simulation

single lepton, 
γγ channel

• Measurement of the t-H Yukawa coupling 
crucial for understanding EWSB  

• ttH production rare, but > 100 signal 
events expected at 3000 fb-1 

• 1, 2 lepton selections, dilepton mass, 
jet requirements separate WH/ZH, ttH 

• Events categorized according to # of 
final state jets

Expectations at 3000 fb-1:
• S/B for ttH channels in H → γγ: 0.54 (1L), 0.39 (2L) 

• Also have S/B for WH (0.23) and ZH (1.15) 
• Signal significances with 3000 fb-1, µ = 140: 

• ttH: 8.2σ, WH: 4.2σ, ZH: 3.7σ  
• At 3000 fb-1, expect signal strength uncertainty on ttH production of ∆µ / µ ~ 

23% for H → µµ, ~ 17% for H → γγ

Refs: ATL-PHYS-PUB-2013-007, ATL-PHYS-PUB-2014-012

Events are required to have at least one muon or electron in the final state. Leptons are required to
have pT>20 GeV. Electrons are required to be within |⌘| <2.47 and, as for photons, to be outside the
transition region 1.37 < |⌘| < 1.52. Muons are required to be within |⌘| <2.5. Leptons are considered
isolated if there is no jet within �R <0.15 with pT >35 GeV.

Events are categorised according to the number of jets present in the event in addition to the two
photons. An ⌘ dependent pT cut is applied to the jet so as to give a rate of pile-up jets faking jets from
hard interactions of ⇠1% [11] (pT > 41 GeV for |⌘| < 2.1, pT > 77 GeV for 2.1  |⌘| < 2.8, pT > 74
GeV for 2.8  |⌘| < 3.2, pT > 50 GeV for 3.2  |⌘| < 3.5). Only jets with |⌘| < 3.5 are used in the
analysis, since reconstruction parametrization of jets for higher |⌘| values are not available. Jets are not
considered if they overlap within �R=0.4 with electrons, muons and photons.

As mentioned in [13, 14] the transverse energy and position of the particles at the generator level
are modified in order to take into account the detector resolution. To take into account the identifica-
tion e�ciency of the detector in reconstructing the event, a weight is computed as the product of the
parametrized identification and trigger e�ciencies of all the final state objects present in the analysis.

3.2 Event categorization

Events where the Higgs boson is produced in association with a top quark pair are only considered when
at least one of the W bosons from the top decays leptonically. These events are therefore expected to
have at least two jets. Events with an associated vector boson, ZH and WH, are not expected to have
jets present in the event. In this analysis, the events are divided in four exclusive categories depending
on both the number of leptons and the number of jets present in the final state. The first two categories,
referred as ttH-1` and ttH-2`, are requested to have at least two jets in the final state and respectively one
and two additional leptons. Events with two same-flavour leptons with di-lepton invariant mass within
|m`` � mZ | < 15 GeV are not included in the ttH-2` category. The WH category is defined by requiring
events to have less than two jets and exactly one lepton in the final state. Finally, the ZH category is
defined by events with exactly two same flavour leptons in the final state with the invariant mass of the
di-lepton system close to the mass of the Z boson: |m`` � mZ | < 15 GeV. Events with more than two
leptons in the final state are not used in the analysis. Table 2 shows a schematic representation of event
categorization.

Category #� # Jets #` |m`+`� � mZ |
WH

2

< 2 1 -
ZH - 2 < 15 GeV
ttH-2` �2 > 15 GeV
ttH-1` 1 -

Table 2: Schematic representation of the object selection and the corresponding target Higgs production
channels for each category.

The distributions of the number of jets in the ttH-1`, ttH-2` and WH categories are shown in Figure 1
where the requirement on the number of jets was removed. The ttH-1` and the WH category fully
overlap, and hence are shown in the same plot. In both cases, tt̄H dominates with two or more jets while
Z+jets and W+jets background and WH signal usually have no jets with pT larger than the selection cut
in the event. The distribution of the jet multiplicity from tt̄ background in the ttH-1` and ttH-2` samples
are very similar due the tight pT requirement applied on the jets. Nevertheless in ttH-1` it is slightly
shifted to higher values than that of the ttH-2` category as expected. Figure 2 shows the distribution of
the invariant mass of the two same flavour leptons reconstructed in the event. Events shown here either
belong to the ZH or the ttH-2` categories or have less than two jets and contain two same flavour leptons

3
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Conclusions
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• ATLAS, CMS expect to measure Higgs boson 
signal strengths, couplings to ∆µ / µ, ∆λ / λ ≤ 
10% after 3000 fb-1 of 14 TeV data 

• Discovery (> 5σ) of rare H → µµ decay, ttH, H → 
γγ process, observation of Zγ final state (~4σ) 
expected 

• 2σ significance expected for HH-related final 
states (bbγγ, bbττ) 

• 95% CL on CP-odd mixing fraction in H → 4l 
decay expected to be CL(95%) = 0.04 – 0.06
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The ATLAS detector
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The ATLAS detector is composed of three component detectors:
the Inner Detector, calorimeters, and muon spectrometer.
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The CMS detector
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CMS, ATLAS detector upgrades
Upgrade phase Years ATLAS upgrades CMS upgrades

Phase 0 2013-2014

(✔) Insertable b-layer (IBL) 
(✔) Level-1 topological trigger 
(✔) Complete muon 

coverage 
(✔) Additional repairs (TRT, LAr, 

tile)

(✔) 4th muon endcap station 
(✔) Complete muon endcap 

coverage 
(✔) New detector consolidation 
(✔) Colder tracker

Phase 1 2018-2019

• Fast Track Trigger (FTK) 
• High granularity Level-1 

calorimeter trigger 
• New muon small wheel 

(MSW) for Level-1 trigger  

• New Level-1 trigger system 
• New Si pixel detector 
• New photo-detector 
• New electronics for HCAL 

Phase 2 2023-2025

• New silicon tracker 
• New forward calorimeter & 

electronic 
• Improved Level-1 track 

trigger 

• New tracker with Level-1 
capability 

• DAQ/HLT upgrade 
• Replace end-cap & forward 

calo 
• EM pre-shower system 

(R. Konoplich, Blois 2014, 21/05/14)
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the order of 10 GeV more-boosted than at low-pH
T , while the subleading photon is about 10 GeV less-

boosted. As slightly di↵erent photon pT regions are probed, non-linearities in the calorimeter response
could in principle introduce some further decorrelation between the systematic uncertainties of both
pT regions. The impact of such a decorrelation on the limit projection is studied, by introduction an
additional photon energy scale (PES) uncertainty, with a magnitude of 20% of the total PES systematics.
The background modeling uncertainty (aka spurious signal) is also taken as fully uncorrelated between
the two subsets. The total systematic uncertainty on the mass di↵erence is estimated to be less than
100 MeV, which is significantly smaller than the statistical uncertainty. This analysis will benefit from
the high statistics available at HL-LHC.

5.4 Projected limits

Next-to-leading order theoretical predictions that account for the interference are used for the mass line
shape at nine widths ranging from 1 ⇥ �SM to 1000 ⇥ �SM. These predictions are folded with the AT-
LAS Run I m�� resolution model determined separately for the low- and high-pH

T samples, to derive the
expected shifts in the apparent mass. Figure 11 shows how the mass distribution changes due to the
inference for the the low and high-pH

T regions for the 1 ⇥ �SM and 200 ⇥ �SM after background sub-
traction. Pseudo-data are then produced by folding a Breit-Wigner of the appropriate width with the
resolution model, and then applying the shifts described above. For values of �/�SM which lie between
the nine widths for which a theoretical prediction is available, the predicted shift due to interference is
extrapolated between existing points. The background shapes are taken from Run I data.
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(b) 3000 fb�1

Figure 12: Projected 95% upper limits on the Higgs boson width, at 300 fb�1 and 3000 fb�1. The dashed
red line depicts the expected shift between the low- and high-pT samples as a function of the true width.
The black dashed line at �mH = �54.4 MeV is the expected shift for the SM width. The light/dark
shaded region denotes allowed 95% one-sided Neyman confidence belt determined via Asimov data sets
taking into account statistical (light) or statistical and systematic (dark) uncertainties. The intercepts
between the SM value and the blue curves are the expected upper limits on the width, assuming a SM
Higgs boson.

These data are used to derive 95% CL upper limits on the Higgs boson width, as shown in Fig. 12.
If the Higgs boson has SM width, an expected limit may be set at 220 ⇥ �SM ⇡ 880 MeV with 300 fb�1

of data, or 40⇥ �SM ⇡ 160 MeV with 3000 fb�1. Introducing an additional uncorrelated PES component
to account for unexpected non-linearity e↵ects, reduce the expected sensitivity to 230⇥ �SM ⇡ 920 MeV
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Figure 11: (a) Scan of the negative log-likelihood as a function of �H/�SM
H when profiling the coupling scale factors

g and V associated with the on- and o↵-shell gg ! H(⇤) and VBF production and the H(⇤) ! VV decay. The
black solid (dashed) line represents the observed (expected) value including all systematic uncertainties, while the
red solid (dashed) line is for the observed (expected) value without systematic uncertainties. (b) Observed and
expected combined 95% CL upper limit on �H/�SM

H as a function of RB
H⇤ under the same assumption as (a). The

upper limits are calculated from the CLs method, with the SM values as the alternative hypothesis. The green
(yellow) bands represent the 68% (95%) confidence intervals for the CLs expected limit.
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Figure 12: (a) Scan of Rgg = 2g,o↵-shell/
2
g,on-shell when profiling the coupling scale factor V associated with the on-

and o↵-shell VBF production and the H(⇤) ! VV decay. The ratio �H/�SM
H is set to 1.0. The black solid (dashed)

line represents the observed (expected) value including all systematic uncertainties, while the red solid (dashed)
line is for the observed (expected) value without systematic uncertainties. (b) Observed and expected combined
95% CL upper limit on Rgg as a function of RB

H⇤ under the same assumption as (a). The upper limits are calculated
from the CLs method, with the SM values as the alternative hypothesis. The green (yellow) bands represent the
68% (95%) confidence intervals for the CLs expected limit.

27

Higgs boson width measurements

19

• ATLAS, CMS studied off-shell production of Higgs 
boson in  H → 4l channel for 8 TeV data (CMS 7+8 
TeV) 
‣ Indirect ΓH limit from σggF when mZZ > 2mZ, 

‣ Uses 2l2ν final state to enhance statistics, 
increase ΓH sensitivity (8 TeV only) 

• Can directly estimate ΓH from interference of H → γγ 
signal with continuum gg → γγ background (box 
diagrams) at 3000 fb-1 
‣ Real component is odd around Higgs mass, 

induces negative shift in mH 
‣ Expected 95% CL at 300 (3000) fb-1: 880 (160) 

MeV

1

The discovery of a new boson consistent with the standard model (SM) Higgs boson by the AT-
LAS and CMS Collaborations was recently reported [1–3]. The mass of the new boson (mH) was
measured to be near 125 GeV, and the spin-parity properties were further studied by both ex-
periments, favouring the scalar, JPC = 0++, hypothesis [4–7]. The measurements were found to
be consistent with a single narrow resonance, and an upper limit of 3.4 GeV at a 95% confidence
level (CL) on its decay width (GH) was reported by the CMS experiment in the four-lepton de-
cay channel [7]. A direct width measurement at the resonance peak is limited by experimental
resolution, and is only sensitive to values far larger than the expected width of around 4 MeV
for the SM Higgs boson [8, 9].

It was recently proposed [10] to constrain the Higgs boson width using its off-shell production
and decay to two Z bosons away from the resonance peak [11]. In the dominant gluon fu-
sion production mode the off-shell production cross section is known to be sizable. This arises
from an enhancement in the decay amplitude from the vicinity of the Z-boson pair produc-
tion threshold. A further enhancement comes, in gluon fusion production, from the top-quark
pair production threshold. The zero-width approximation is inadequate and the ratio of the
off-shell cross section above 2mZ to the on-shell signal is of the order of 8% [11, 12]. Further
developments to the measurement of the Higgs boson width were proposed in Refs. [13, 14].

The gluon fusion production cross section depends on GH through the Higgs boson propagator

dsgg!H!ZZ

dm2
ZZ

⇠
g2

ggHg2
HZZ

(m2
ZZ � m2

H)
2 + m2

HG2
H

, (1)

where gggH and gHZZ are the couplings of the Higgs boson to gluons and Z bosons, respectively.
Integrating either in a small region around mH, or above the mass threshold mZZ > 2mZ, where
(mZZ � mH) � GH, the cross sections are, respectively,

son-shell
gg!H!ZZ⇤ ⇠

g2
ggHg2

HZZ

mHGH
and soff-shell

gg!H⇤!ZZ ⇠
g2

ggHg2
HZZ

(2mZ)2 . (2)

From Eq. (2), it is clear that a measurement of the relative off-shell and on-shell production in
the H ! ZZ channel provides direct information on GH, as long as the coupling ratios remain
unchanged, i.e. the gluon fusion production is dominated by the top-quark loop and there are
no new particles contributing. In particular, the on-shell production cross section is unchanged
under a common scaling of the squared product of the couplings and of the total width GH,
while the off-shell production cross section increases linearly with this scaling factor.

The dominant contribution for the production of a pair of Z bosons comes from the quark-
initiated process, qq ! ZZ, the diagram for which is displayed in Fig. 1(left). The gluon-
induced diboson production involves the gg ! ZZ continuum background production from
the box diagrams, as illustrated in Fig. 1(center). An example of the signal production diagram
is shown in Fig. 1(right). The interference between the two gluon-induced contributions is
significant at high mZZ [15], and is taken into account in the analysis of the off-shell signal.

Vector boson fusion (VBF) production, which contributes at the level of about 7% to the on-
shell cross section, is expected to increase above 2mZ. The above formalism describing the
ratio of off-shell and on-shell cross sections is applicable to the VBF production mode. In this
analysis we constrain the fraction of VBF production using the properties of the events in the
on-shell region. The other main Higgs boson production mechanisms, ttH and VH (V=Z,W),
which contribute at the level of about 5% to the on-shell signal, are not expected to produce a
significant off-shell contribution as they are suppressed at high mass [8, 9]. They are therefore
neglected in the off-shell analysis.
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22 MeV (33 MeV) at a 95% CL, which is 5.4 (8.0) times the expected value in the SM. The best fit
value and 68% CL interval correspond to GH = 1.8+7.7

�1.8 MeV. The result of the 4` analysis alone
is an observed (expected) limit of GH < 33 MeV (42 MeV) at a 95% CL, which is 8.0 (10.1) times
the SM value, and the result of the analysis combining the 4` on-shell and 2`2n off-shell regions
is GH < 33 MeV (44 MeV) at a 95% CL, which is 8.1 (10.6) times the SM value. The best fit values
and 68% CL intervals are GH = 1.9+11.7

�1.9 MeV and GH = 1.8+12.4
�1.8 MeV for the 4` analysis and for

the analysis combining the 4` on-shell and 2`2n off-shell regions, respectively.
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Figure 5: Scan of the negative log-likelihood, �2D lnL, as a function of GH for the combined
fit of the 4` and 2`2n channels (blue thick lines), for the 4` channel alone in the off-shell and
on-shell regions (dark red lines), and for the 2`2n channel in the off-shell region and 4` channel
in the on-shell region (light red lines). The solid lines represent the observed values, the dotted
lines the expected values.

The expected limit for the two channels combined without including the systematic uncertain-
ties is GH < 28 MeV at a 95% CL. The effect of systematic uncertainties is driven by the 2`2n
channel with larger experimental uncertainties in signal efficiencies and background estima-
tion from control samples in data, while the result in the 4` channel is largely dominated by the
statistical uncertainty.

The statistical compatibility of the observed results with the expectation under the SM hypoth-
esis corresponds to a p-value of 0.24. The statistical coverage of the results obtained in the
likelihood scan has also been tested with the Feldman–Cousins approach [47] for the combined
analysis leading to consistent although slightly tighter constraints. The analysis in the 4` chan-
nel has also been performed in a one-dimensional fit using either m4` or Dgg and consistent
results are found. The expected limit without using the MELA likelihood discriminant Dgg is
40% larger in the 4` channel.

In summary, we have presented constraints on the total Higgs boson width using its relative

Refs: CMS-HIG-14-002, ATL-PHYS-PUB-2013-014, CERN-PH-EP-2015-026

2. The real component is odd around the Higgs boson mass, and does not change the yield. However,
when folded with the experimental resolution, it engenders a negative shift in the apparent mass
(see Figure 10).

In the SM, this shift was originally estimated using a simplified resolution model to be approximately
80 MeV [6], and for a width 20 times larger than the SM value, the shift was estimated to approximately
400 MeV. In this analysis, which use a more sophisticated resolution model and slightly adjusted selec-
tion, the shifts come out a bit smaller (about 50 MeV for the SM). The size of this shift decreases at
large transverse momentum of the Higgs boson decay system, which means that the total Higgs boson
width is reflected in the di↵erence in the apparent masses between events with low and high pH

T . This
analysis relies on this feature and splits the dataset by pH

T , at 30 GeV, and separately measures the mass
di↵erence between these two subsets. A limit on the Higgs widths is then extracted from the measured
mass di↵erence.
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(c) Apparent mass shift

Figure 10: The real component of the interference (a) is odd around the Higgs boson mass, with a
sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental m�� resolution
corresponds to the Run I resolution.

(c) Apparent mass shift

Figure 10: The real component of the interference (a) is odd around the Higgs boson mass, with a
sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental m�� resolution
corresponds to the Run I resolution.
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sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental m�� resolution
corresponds to the Run I resolution.

(c) Apparent mass shift

Figure 10: The real component of the interference (a) is odd around the Higgs boson mass, with a
sharp spike but long tails. Smearing this shape with the experimental resolution broadens observed cross
section (b), and adding this to the nominal signal model (c) leads to a shift in the apparent mass. The
interference and signal line shapes were provided by Dixon and Li, the experimental m�� resolution
corresponds to the Run I resolution.
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Figure 11: (a) Scan of the negative log-likelihood as a function of �H/�SM
H when profiling the coupling scale factors

g and V associated with the on- and o↵-shell gg ! H(⇤) and VBF production and the H(⇤) ! VV decay. The
black solid (dashed) line represents the observed (expected) value including all systematic uncertainties, while the
red solid (dashed) line is for the observed (expected) value without systematic uncertainties. (b) Observed and
expected combined 95% CL upper limit on �H/�SM

H as a function of RB
H⇤ under the same assumption as (a). The

upper limits are calculated from the CLs method, with the SM values as the alternative hypothesis. The green
(yellow) bands represent the 68% (95%) confidence intervals for the CLs expected limit.
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68% (95%) confidence intervals for the CLs expected limit.
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ATLAS 95% CL: 
ΓH < 22.7 MeV

CMS 95% CL: 
ΓH < 22 MeV
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The Matrix Element Likelihood Analysis 
 (MELA) method
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• Event-by-event discriminator built upon matrix elements 
• Contains the maximal amount of theoretical information available for the hard 

process 
• Combined with reconstruction level information 

  

Building the discriminant

Proton density functions Matrix Element at LO
of the hypothesis

Transfer functions 
extracted from simulation

Camille Beluffi                                ACAT 2014 – The MEM in CMS                                       4

Probability that the event with reconstructed kinematics x matches the hypothesis ⇤:

(C. Beluffi, “ACAT 2014 – The MEM in CMS”, 01/08/14)
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MELA: Transfer functions + discriminant

21

• Transfer functions take into account showering/hadronization effects + experimental 
resolution/reconstruction → P(x, α) convoluted with transfer function, W(pVis, p) 

• i.e. It is a likelihood fit on ∆(EParton - EJet) 
• Assumes particles are not correlated, usable for other variables (e.g. muons with 1/pT 

dependence)

• In H → ZZ → 4l analysis, build kinematic discriminant Dbkg to separate signal, 
background using angular vector Ω = {θ*, φ1, θ1, θ2, φ) as, 

• Can also use similar approach to discriminate spin hypotheses 
• i.e. Build likelihood L = -2 ln (L0- / L0+) with signal rate as free parameter

Dbkg =


1 +

Pbkg(m4l;m1,m2,⌦)

Psig(m4l;m1,m2,⌦)

��1

  

The Transfer Functions

Camille Beluffi                                ACAT 2014 – The MEM in CMS                                       5

 Transfer function: take account or showering/hadronization effects + experimental 
resolution/reconstruction  P(x, ) convoluted with a TF W(p⌅ ⇤ vis,p)

   - Likelihood fit on  ∆(E
parton

 – E
jet

)

   - Can use another variable (ex: muon  dependence   in 1/pT)⌅

   - Imply particles not correlated

   - No TF for neutrinos

   

Reality

(C. Beluffi, “ACAT 2014 – The MEM in CMS”, 01/08/14)
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Spin-parity measurement details
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Decay amplitude for spin-0 boson decaying to spin-1 gauge bosons:

16 4 Higgs Boson Properties

fusion and via vector-boson fusion production [30–32]. The dimuon events can be observed as
a narrow resonance over a falling background distribution. The shape of the background can
be parametrized and fitted together with a signal model. Assuming the current performance of
the CMS detector, we confirm these studies and estimate a measurement of the hµµ coupling
with a precision of 8%, statistically limited in 3000 fb�1.
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Figure 12: Estimated precision on the measurements of k
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, kW , kZ, kg, kb, kt and k
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p
s = 14 TeV and an integrated dataset of 300 fb�1 (left) and 3000 fb�1 (right).

The projections are obtained with the two uncertainty scenarios described in the text.
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Figure 13: Estimated precision on the signal strengths (left) and coupling modifiers (right).
The projections assuming

p
s = 14 TeV, an integrated dataset of 3000 fb�1 and Scenario 1 are

compared with a projection neglecting theoretical uncertainties.

4.5 Spin-parity

Besides testing Higgs couplings, it is important to determine the spin and quantum numbers
of the new particle as accurately as possible. The full case study has been presented by CMS
with the example of separation of the SM Higgs boson model and the pseudoscalar (0�) [7].
Studies on the prospects of measuring CP-mixing of the Higgs boson are presented using the
H! ZZ⇤ ! 4l channel. The decay amplitude for a spin-zero boson defined as

A(H ! ZZ) = v�1
⇣

a1m2
Ze

⇤
1e

⇤
2 + a2 f ⇤(1)

µn

f ⇤(2),µn + a3 f ⇤(1)
µn

f̃ ⇤(2),µn

⌘
. (2)

SM tree process

}

Loop CP-even terms

} }
CP odd terms (BSM)

Presence of multiple Higgs bosons / CP 
violation in 4l final state could lead to 125 

GeV Higgs boson as admixture of CP-
scalar and pseudo scalar states.

• CMS uses MELA discriminant KD 
based on Ω, mZ1, mZ2, minimize test 
statistic q = -2 ln (ℒJP/ℒSM) 
‣ Based on ratio of ME probabilities 

for different JP scenarios 
‣ Likelihood scanned w.r.t. CP-odd 

fraction of decay rate, fa3 

• ATLAS uses 8D likelihood fit to Ω, 
mZ1, mZ2 to determine ℜ(gi) / gj 
‣ Convert back to fgi using 

numerical formulae

6 4 Event selection and kinematics

and the Z2, at least one should have pT > 20 GeV and another one have pT > 10 GeV. These pT
thresholds ensure that the selected events have leptons on the high-efficiency plateau for the
trigger. To further protect against leptons originating from hadron decays in jet fragmentation
or from the decay of low-mass hadronic resonances, we require that any opposite-charge pair
of leptons chosen among the four selected leptons (irrespective of flavour) satisfy m``0 > 4 GeV.
The phase space for the search of the SM Higgs boson is defined by restricting the mass range
to m4` > 100 GeV.

To improve the sensitivity to the production mechanisms the event sample is split into two
categories based on the jet multiplicity. The two categories are defined as follow:

• Category I: Events with fewer than two jets.
• Category II: Events with at least two jets.

In Category I the transverse momentum divided by the mass of the four lepton system (pT/m4`)
is used to discriminate VBF and VH from gluon fusion. In Category II a linear discriminant (VD)
is formed combining two VBF sensitive variables, the difference in pseudorapidity (Dh) and the
invariant mass of the two leading jets (mjj). The discriminant is tuned to separate vector boson
from gluon fusion processes. In Category I (II), about 5% (20%) of the signal events are expected
to come from VBF production mechanism.

For the search in the 2`2t final state, events are required to have one Z1 ! `+`� candidate with
one lepton at pT > 20 GeV and the other at pT > 10 GeV, and a Z2 ! t+t�, with t decaying
into µ, e or th. The leptons from the t leptonic decays are required to have p`T > 10 GeV. The
th are required to have pth

T > 20 GeV. The FSR recovery is not applied for the 2`2t final state.
The invariant mass of the reconstructed Z1 is required to satisfy 60 < m`` < 120 GeV, and that
of the Z2 to satisfy mmin < mtt < 90 GeV, where mmin = 20 GeV for Z2 ! tt ! eµ final
states, and 30 GeV for all others. At low mtt, the Z2 is restricted by the selection requirements
on the pT of the leptons. Thus, the 2`2t final states contribute only to the ”high-mass” part
of the analysis (m2`2t > 180 GeV). To take into account the energy mismeasurement due to
undetected neutrinos in t decays, the Z2 mass is constrained to the nominal Z mass by scaling
the momenta of t decay particles by a factor 91.2 GeV/mZ2. The scaling is applied after the full
selection chain and affects the shape of the final 2`2t mass and position of the mass peak.

Kinematics of the Higgs or exotic boson decay to ZZ final state has been extensively studied in
the literature [39, 72–84]. Since the Higgs boson is spinless, the angular distribution of its de-
cay products is independent of the production mechanism. Five angles ~W = (q⇤, F1, q1, q2, F)
defined in Fig. 1 and the invariant masses of the lepton pairs, mZ1 and mZ2, fully describe the
kinematics of the H ! ZZ ! 4` process at a given mass of the four-lepton system in their
centre-of-mass frame. These observables provide significant discriminating power between
signal and background. Additional separation between signal and background from the trans-
verse momentum of the four-lepton system is used by explicitly including this observable in
the analysis, as discussed below.

We use a matrix element likelihood approach [10] to construct a kinematic discriminant (KD)
based on the probability ratio of the signal and background hypotheses, KD = Psig/(Psig +
Pbkg), where the leading-order matrix elements define the probabilities for each value of m4`.
By construction, the discriminant is constrained to be between zero and one, and the rela-
tive normalization of probabilities is chosen to equate probabilities for signal and background
distributions above and below 0.5, respectively. Several choices of matrix elements have been
studied for signal and qq̄/gg ! ZZ/Zg⇤ background, including analytical parameterization [39,
83, 84], JHUGEN [39, 83], MCFM [85–87] implemented within the MELA framework [10] and

(Angles measured in 
4l CM frame)

KD =
PSig

PSig + PBkg
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8D likelihood fit
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• The likelihood is constructed by using the full analytical expression of the ME of 
the H → ZZ → 4l process at LO 

• Depends on coupling constants & angular observables Ω 
• Detector acceptance, resolution effects are described by parameterizations 

based on simulated events 
• 8D likelihood function defined as, 

• Sum runs over 4µ / 2e2µ / 2µ2e / 4e final states 
• Here, we have  

• For each point in ℜ(gi) / g1, ℑ(gi) / g1 plane, a simultaneous fit is done to all four 
decay channels 

• NLL values are plotted in a 2D histogram → global minimum found 
• To convert back to (fg2, fg4, φg2, φg4) parameterization, use the following,

4 Eight-dimensional likelihood fit

4.1 General methodology

A complementary method has been developed to estimate the sensitivity to the tensor structure of the
HZZ vertex. The method implements an eight-dimensional multivariate per-event extended likelihood,
that makes full use of the available information and is therefore sensitive to both real and imaginary parts
of the gi couplings.

The likelihood is constructed by using the full analytical expression of the ME of the H ! ZZ⇤ !
4` process calculated at LO. The calculated ME depends on the coupling constants gi and on the angular
observables and Z boson masses introduced in Sec. 2.4.

Detector acceptance and resolution e↵ects are described by parametrizations based on simulated
events. Templates based on simulated events are used also to describe the probability density function
(pdf) of the ZZ background, while for the smaller reducible background (Z+jets, tt̄, etc.) the 4`-shapes
are assumed.

The 8D likelihood function is defined as follows:

L(µ,Nsigi ,NZZi ,NRedi , syst) /
X

i

Y

events

"
µNsigipdfsigi

 
�!x , g2

g1
,
g4

g1

!
+ NZZipdfZZi

(�!x ) + NRedipdfRedi
(�!x )

#
,

(6)

where �!x = (m4`,m1,m2, cos ✓⇤, �1 cos ✓1, cos ✓2, �) is the vector of experimental observables, m1 and m2
are the invariant masses of two vector bosons, and cos ✓⇤, �1 cos ✓1, cos ✓2 and �) are the production and
decay angles defined in Sec. 2.4. The parameter µ denotes the signal strength, the quantities Nsig, NZZ
and NRed are the numbers of the signal, ZZ and reducible background events respectively. The sum runs
over the four final states of the ZZ system: 4µ, 2µ2e, 2e2µ and 4e. The nuisance parameters and their
Gaussian constraints are omitted for simplcicity. The Poisson extended term is omitted in the formula
for simplicity, as well, but is present in the actual implementation of the likelihood. During the fit, the
Nsig is fixed to its expected value while µ, NZZi , NRedi and the various nuisance parameters, associated to
the systematic uncertainties, are free parameters.

For each point of the (<(gi)/g1,=(gi)/g1) plane a simultaneous fit to the four decay channels is per-
formed, and the corresponding negative log-likelihood values are plotted in a two-dimensional histogram
and the global minimum is found. The fitted value is taken as the centre of the lowest bin, and the 68%
and 95% exclusion contours are calculated as introduced in Sec. 3.

In addition to the sources of systematic uncertanties listed in Sec. 2.3, a 10% additional uncertainty,
correlated between signal and background, is included in the 8D likelihood fit, to take into account
possible inaccuracies in the parametrization of detector and selection e↵ects. For the results presented
in this note a simplified approach is employed, with acceptance functions and background distributions
approximated with analytical functions describing distributions from simulation in either one (angular
variables) or two (m1 and m2) dimensions. This source of systematic uncertainty is expected to be
reduced in the future by implementing a more realistic model of the detector corrections.

4.2 Closure tests

The implementation of the 8D likelihood fit method, and in particular the description and parametrization
of the acceptance functions, is tested with an extensive series of closure tests. The full fit machinery is
verified to check the absence of bias, by injecting a set of dedicated test samples, ether generated from
the likelihood itself, or by using the independent benchmark samples listed in Table 1, for all the values
of the gi parameters in the tested range, no bias is observed in the results of the 8D likelihood fit.
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Figure 8: Expected 68% (dotted line) and 95% (full line) CL exclusion contours in the
(<(g4)/g1,=(g4)/g1) (left plots), and (<(g2)/g1,=(g2)/g1) (right plots) plane for a Standard Model
signal, estimated with the 8D likelihood fit method. Contours in red assume an integrated luminosity of
300 fb�1, contours in black assume an integrated luminosity of 3000 fb�1.

is used:

fgi =
r2

i1

1 + r2
i1
, �gi = arg

 
gi

g1

!
, where r2

31 ⇡ 0.16
|g4|2
|g1|2

and r2
21 ⇡ 0.382

|g2|2
|g1|2
. (7)

The numerical coe�cients are obtained by calculating the cross-sections �1,�2 and �4 defined in Sec. 1,
using the JHU Monte Carlo generator. In the current analysis g2 and g4 are measured separately, assum-
ing the simultaneous presence of only g1 and of the coupling under study, this corresponds to set g2 = 0
(g4 = 0) in the expression of fg4 ( fg2 ) in (4).

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the ME-observable fit
for the Standard Model Higgs signal are presented in Fig. 9. The results are shown for 300 fb�1 and
3000 fb�1. The parameter space outside of the shaded area is excluded at 95% CL. A summary of
expected limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the ME-observable fit are
presented in the Table 8.

Luminosity fg4 fg2

300 fb�1 0.15 0.43

3000 fb�1 0.037 0.20

Table 8: Expected 95% CL upper limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the
ME-observable fit

A summary of the expected sensitivities for fg4 and fg2 , that can be reached by ATLAS with 300 and
3000 fb�1, with the 8D likelihood fit method is reported in Table 9. The numbers are expressed as 95%
CL expected upper limit on the fg4 and fg2 parameters, that can be obtained for a Standard Model signal,
and are calculated by profiling the �g4 and �g2) parameters.

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the full 8D likelihood fit
for the Standard Model Higgs signal are presented in Fig. 10. The results are shown for 300 fb�1 and
3000 fb�1, and presented as expected 68% and 95% CL exclusion contours.
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4 Eight-dimensional likelihood fit

4.1 General methodology

A complementary method has been developed to estimate the sensitivity to the tensor structure of the
HZZ vertex. The method implements an eight-dimensional multivariate per-event extended likelihood,
that makes full use of the available information and is therefore sensitive to both real and imaginary parts
of the gi couplings.

The likelihood is constructed by using the full analytical expression of the ME of the H ! ZZ⇤ !
4` process calculated at LO. The calculated ME depends on the coupling constants gi and on the angular
observables and Z boson masses introduced in Sec. 2.4.

Detector acceptance and resolution e↵ects are described by parametrizations based on simulated
events. Templates based on simulated events are used also to describe the probability density function
(pdf) of the ZZ background, while for the smaller reducible background (Z+jets, tt̄, etc.) the 4`-shapes
are assumed.

The 8D likelihood function is defined as follows:

L(µ,Nsigi ,NZZi ,NRedi , syst) /
X

i

Y

events

"
µNsigipdfsigi

 
�!x , g2

g1
,
g4

g1

!
+ NZZipdfZZi

(�!x ) + NRedipdfRedi
(�!x )

#
,

(6)

where �!x = (m4`,m1,m2, cos ✓⇤, �1 cos ✓1, cos ✓2, �) is the vector of experimental observables, m1 and m2
are the invariant masses of two vector bosons, and cos ✓⇤, �1 cos ✓1, cos ✓2 and �) are the production and
decay angles defined in Sec. 2.4. The parameter µ denotes the signal strength, the quantities Nsig, NZZ
and NRed are the numbers of the signal, ZZ and reducible background events respectively. The sum runs
over the four final states of the ZZ system: 4µ, 2µ2e, 2e2µ and 4e. The nuisance parameters and their
Gaussian constraints are omitted for simplcicity. The Poisson extended term is omitted in the formula
for simplicity, as well, but is present in the actual implementation of the likelihood. During the fit, the
Nsig is fixed to its expected value while µ, NZZi , NRedi and the various nuisance parameters, associated to
the systematic uncertainties, are free parameters.

For each point of the (<(gi)/g1,=(gi)/g1) plane a simultaneous fit to the four decay channels is per-
formed, and the corresponding negative log-likelihood values are plotted in a two-dimensional histogram
and the global minimum is found. The fitted value is taken as the centre of the lowest bin, and the 68%
and 95% exclusion contours are calculated as introduced in Sec. 3.

In addition to the sources of systematic uncertanties listed in Sec. 2.3, a 10% additional uncertainty,
correlated between signal and background, is included in the 8D likelihood fit, to take into account
possible inaccuracies in the parametrization of detector and selection e↵ects. For the results presented
in this note a simplified approach is employed, with acceptance functions and background distributions
approximated with analytical functions describing distributions from simulation in either one (angular
variables) or two (m1 and m2) dimensions. This source of systematic uncertainty is expected to be
reduced in the future by implementing a more realistic model of the detector corrections.

4.2 Closure tests

The implementation of the 8D likelihood fit method, and in particular the description and parametrization
of the acceptance functions, is tested with an extensive series of closure tests. The full fit machinery is
verified to check the absence of bias, by injecting a set of dedicated test samples, ether generated from
the likelihood itself, or by using the independent benchmark samples listed in Table 1, for all the values
of the gi parameters in the tested range, no bias is observed in the results of the 8D likelihood fit.
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ATLAS ME likelihood fit
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• Based on MC modelling of expected signal in 
bins of (ℜ(gi) / g1, 𝕴(gi) / g1) 

• Dedicated MC sample created for each bin, 
gi = g2 or g4 

• Done by re-weighting samples using 
analytical calculation of corresponding ME at 
LO 

• Expected values of P-sensitive observables 
calculated for signal, background in each bin 
(see right) 

• Combined with information from BDT which 
separates ZZ signal from background 

• Comparison of test data to alternative MC 
distributions in each bin done by likelihood fit 
using,  

• Product runs over all final states, bins 
• Fitted value taken as centre of lowest bin

Observable Sensitivity

ln |ME(g1=1,g2=0,g4=0)|2
|ME(g1=0,g2=0,g4=1)|2 |g4|/g1

ln |ME(g1=1,g2=0,g4=�2+2i)|2
|ME(g1=1,g2=0,g4=2+2i)|2 <(g4)/g1

ln |ME(g1=1,g2=0,g4=2�2i)|2
|ME(g1=1,g2=0,g4=2+2i)|2 =(g4)/g1

ln |ME(g1=1,g2=0,g4=0)|2
|ME(g1=1,g2=1,g4=0)|2 |g2|/g1

ln |ME(g1=1,g2=�1+i,g4=0)|2
|ME(g1=1,g2=1+i,g4=0)|2 <(g2)/g1

ln |ME(g1=1,g2=1�i,g4=0)|2
|ME(g1=1,g2=1+i,g4=0i)|2 =(g2)/g1

Table 3: Definitions of observables sensitive to the presence and structure of g2 and g4 considered in the
current analysis. The direction in which each observable has the strongest sensitivity is listed.

study: ⌘4`, m4`, p4`
T , cos(✓⇤) and �1. Here the first three variables represent the measured pseudorapid-

ity, mass and transverse momentum of the four lepton candidate respectively. The ✓⇤ and �1 are the
resonance production angles as defined in Sec. 2. The resulting BDT distribution is calculated for each
(<(gi)/g1,=(gi)/g1) bin and for each final state. Combined with the calculated CP-sensitive observables,
they are used to create two dimensional signal and background distributions for each final state and bin.

At the last stage of the analysis the normalised signal and background expectations in each
(<(gi)/g1,=(gi)/g1) bin and final state are compared to a test Monte Carlo data sample containing both
signal and background. The test signal samples are produced independently from the base signal sample
used for re-weighting. Their corresponding sets of couplings are presented in Sec. 2. For each test Monte
Carlo data sample, an Asimov dataset [11] normalised to the expected event yield is produced. The
comparison of test data to the alternative Monte Carlo distribution in each bin of the (<(gi)/g1,=(gi)/g1)
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where µ is the signal strength, Nsig and Nbckg are the numbers of the signal and background events
respectively and the systematic uncertainty-related terms are omitted for simplicity. The product runs
over all the bins of each 2D shape and the sum runs over all final states (FS). During the fit, the Nsig is
fixed to its expected value while µ and Nbckg are free parameters.

After the likelihood fit of the injected sample is performed for each bin of the (<(gi)/g1,=(gi)/g1)
plane, the corresponding negative log-likelihood values are plotted in a two-dimensional histogram and
the global minimum is found. The fitted value is taken as the centre of the lowest bin. The 68% and
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3.2 Closure tests

In order to test the sensitivity of the method to both Standard Model and CP-mixing signals, a series
of closure tests are performed. The full fit machinery is applied to a set of dedicated test samples.
The minima, 64% and 95% CL and exclusion contours are calculated for all observables at 300 fb�1

and 3000 fb�1. The superimposed exclusion contours for observables sensitive to g2 and g4 complex
structure are presented in Fig. 2 for several test data samples at 3000 fb�1. It is noted that in all cases the
fit converges close to the injected value independently of the complex structure of the couplings under
study. The sensitivity of the fit to the presence of the real and imaginary parts of the couplings is also
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Observable Sensitivity

ln |ME(g1=1,g2=0,g4=0)|2
|ME(g1=0,g2=0,g4=1)|2 |g4|/g1

ln |ME(g1=1,g2=0,g4=�2+2i)|2
|ME(g1=1,g2=0,g4=2+2i)|2 <(g4)/g1

ln |ME(g1=1,g2=0,g4=2�2i)|2
|ME(g1=1,g2=0,g4=2+2i)|2 =(g4)/g1

ln |ME(g1=1,g2=0,g4=0)|2
|ME(g1=1,g2=1,g4=0)|2 |g2|/g1

ln |ME(g1=1,g2=�1+i,g4=0)|2
|ME(g1=1,g2=1+i,g4=0)|2 <(g2)/g1

ln |ME(g1=1,g2=1�i,g4=0)|2
|ME(g1=1,g2=1+i,g4=0i)|2 =(g2)/g1

Table 3: Definitions of observables sensitive to the presence and structure of g2 and g4 considered in the
current analysis. The direction in which each observable has the strongest sensitivity is listed.
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Injected signal Measurement Observed-Expected

Standard Model

|g2|/g1 0.2+0.7
�0.2

<(g2)/g1 �0.10+0.05
�0.04

=(g2)/g1 0.3+0.5
�0.8

g1 = 1, g2 = 1 + i, g4 = 0

|g2|/g1 0.1+0.2
�0.2

<(g2)/g1 0.1+0.3
�0.3

=(g2)/g1 1.0+1.5
�1.0

g1 = 1, g2 = �1 + i, g4 = 0

|g2|/g1 �0.07+0.02
�0.02

<(g2)/g1 0.0+0.2
�0.1

=(g2)/g1 0.0+0.1
�0.1

Table 5: Results of the closure tests of the ME-observable fit at 3000 fb�1. Three pairs of di↵erenceses
between the fitted and expected value are quoted for each injected signal hypothesis: |g4|/g1 ,<(g4)/g1
and=(g4)/g1. Each value is obtained using the observable constructed to be most sensitive in the relevant
direction, Table 3
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Figure 3: Results of the ME-observable fit for Standard Model signal at 300 fb�1 and 3000 fb�1. Su-
perimposed 68% and 95% CL exclusion contours for observables sensitive to the modulus and complex
structure of g4.
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Figure 8: Expected 68% (dotted line) and 95% (full line) CL exclusion contours in the
(<(g4)/g1,=(g4)/g1) (left plots), and (<(g2)/g1,=(g2)/g1) (right plots) plane for a Standard Model
signal, estimated with the 8D likelihood fit method. Contours in red assume an integrated luminosity of
300 fb�1, contours in black assume an integrated luminosity of 3000 fb�1.

is used:

fgi =
r2

i1

1 + r2
i1
, �gi = arg

 
gi

g1

!
, where r2

31 ⇡ 0.16
|g4|2
|g1|2

and r2
21 ⇡ 0.382

|g2|2
|g1|2
. (7)

The numerical coe�cients are obtained by calculating the cross-sections �1,�2 and �4 defined in Sec. 1,
using the JHU Monte Carlo generator. In the current analysis g2 and g4 are measured separately, assum-
ing the simultaneous presence of only g1 and of the coupling under study, this corresponds to set g2 = 0
(g4 = 0) in the expression of fg4 ( fg2 ) in (4).

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the ME-observable fit
for the Standard Model Higgs signal are presented in Fig. 9. The results are shown for 300 fb�1 and
3000 fb�1. The parameter space outside of the shaded area is excluded at 95% CL. A summary of
expected limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the ME-observable fit are
presented in the Table 8.

Luminosity fg4 fg2

300 fb�1 0.15 0.43

3000 fb�1 0.037 0.20

Table 8: Expected 95% CL upper limits on fg2 and fg4 for 300 fb�1 and 3000 fb�1 produced with the
ME-observable fit

A summary of the expected sensitivities for fg4 and fg2 , that can be reached by ATLAS with 300 and
3000 fb�1, with the 8D likelihood fit method is reported in Table 9. The numbers are expressed as 95%
CL expected upper limit on the fg4 and fg2 parameters, that can be obtained for a Standard Model signal,
and are calculated by profiling the �g4 and �g2) parameters.

The final exclusion limits on ( fg4 , �g4 ) and ( fg2 , �g2 ) planes obtained with the full 8D likelihood fit
for the Standard Model Higgs signal are presented in Fig. 10. The results are shown for 300 fb�1 and
3000 fb�1, and presented as expected 68% and 95% CL exclusion contours.
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the event selection efficiency can be observed with the Phase-II upgraded detector with respect
to the configuration simulating the aged Phase-I detector. In terms of efficiency the upgraded
detector shows the same performance as the Phase-I detector with lower pileup.

The four lepton mass distributions for a pileup of 140 events are shown Figure 10.4 normal-
ized to an integrated luminosity of 3000 fb�1. The signal is shown together with the irre-
ducible ZZ ! 4` background. The aged Phase-I detector and the Phase-II detector scenarios
are considered. The increased signal yields and the improved mass resolution obtained with
the Phase-II upgraded detector are clearly visible.
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Figure 10.3: The cut flow table for the full analysis chain is shown for the Phase-I detector with
pileup of 50 (blue), the aged Phase-I detector with pileup 140 (green) and the Phase-II detector
with pileup of 140 (red) for the signal sample H ! ZZ⇤ ! 4`. A significant increase in the
selection efficiency after full selection can be observed with the Phase-II detector.

In order to assess the further increase in signal yields made possible by an extension of the
pseudorapidity coverage of the muon detector, we have parametrized the expected perfor-
mances of the Phase-II detector up to |h| = 4.0, using the Delphes fast simulation [22]. We
have processed the H ! ZZ ! 4µ signal final state through this simulation and the cut flow
table results are shown on Figure 10.5 for |h|  2.4, 3.0, 3.5 and 4.0. A significant increase in
signal efficiency extending the muon detector coverage to larger h values is visible: the Phase-II
detector with a muon coverage of |h|  3.0 shows a 20% larger acceptance with respect to a
coverage of |h|  2.4.

10.1.2 H ! µµ analysis

The coupling of the Higgs boson to fermions has been established during the Run-I of the LHC.
First evidence has been reported by CMS with measurements of third-generation fermions,
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Figure 10.3: The cut flow table for the full analysis chain is shown for the Phase-I detector with
pileup of 50 (blue), the aged Phase-I detector with pileup 140 (green) and the Phase-II detector
with pileup of 140 (red) for the signal sample H ! ZZ⇤ ! 4`. A significant increase in the
selection efficiency after full selection can be observed with the Phase-II detector.

In order to assess the further increase in signal yields made possible by an extension of the
pseudorapidity coverage of the muon detector, we have parametrized the expected perfor-
mances of the Phase-II detector up to |h| = 4.0, using the Delphes fast simulation [22]. We
have processed the H ! ZZ ! 4µ signal final state through this simulation and the cut flow
table results are shown on Figure 10.5 for |h|  2.4, 3.0, 3.5 and 4.0. A significant increase in
signal efficiency extending the muon detector coverage to larger h values is visible: the Phase-II
detector with a muon coverage of |h|  3.0 shows a 20% larger acceptance with respect to a
coverage of |h|  2.4.

10.1.2 H ! µµ analysis

The coupling of the Higgs boson to fermions has been established during the Run-I of the LHC.
First evidence has been reported by CMS with measurements of third-generation fermions,
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Figure 10.3: The cut flow table for the full analysis chain is shown for the Phase-I detector with
pileup of 50 (blue), the aged Phase-I detector with pileup 140 (green) and the Phase-II detector
with pileup of 140 (red) for the signal sample H ! ZZ⇤ ! 4`. A significant increase in the
selection efficiency after full selection can be observed with the Phase-II detector.

In order to assess the further increase in signal yields made possible by an extension of the
pseudorapidity coverage of the muon detector, we have parametrized the expected perfor-
mances of the Phase-II detector up to |h| = 4.0, using the Delphes fast simulation [22]. We
have processed the H ! ZZ ! 4µ signal final state through this simulation and the cut flow
table results are shown on Figure 10.5 for |h|  2.4, 3.0, 3.5 and 4.0. A significant increase in
signal efficiency extending the muon detector coverage to larger h values is visible: the Phase-II
detector with a muon coverage of |h|  3.0 shows a 20% larger acceptance with respect to a
coverage of |h|  2.4.

10.1.2 H ! µµ analysis

The coupling of the Higgs boson to fermions has been established during the Run-I of the LHC.
First evidence has been reported by CMS with measurements of third-generation fermions,
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Figure 10.4: Four lepton mass distributions obtained with 3000 fb�1 for the signal sample,
H ! ZZ ! 4`, and for the irreducible ZZ ! 4` background. Both processes have been
simulated with the aged Phase-I detector with pileup of 140 and the Phase-II detector with
pileup of 140. The bottom right plot shows the sum of all 4` final states.
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Figure 10.5: The cut flow table for the full analysis chain is shown for the Phase-II detector with
pileup of 140, parametrized with Delphes, for the signal sample H ! ZZ⇤ ! 4µ for various
hypotheses of the muon detector coverage.

namely through studies of the decay to b-quarks and tau-leptons [221]. The HL-LHC will give
unique access to Higgs boson couplings to second-generation fermions. Measurements of the
couplings of the Higgs boson to the second generation are more challenging, as a result of their
smaller values and hence smaller experimental rates. The most promising channel is the search

4l mass distributions, cut flows at 3000 fb-1 for the signal samples 
and irreducible ZZ → 4l background for Phase I (aged), Phase II 
detector setups:
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for the decay of a Higgs boson in two muons with a branching fraction of 2.2 ⇥ 10�4 expected
in the SM. The channel has been studied using the Run-I data reaching a sensitivity of 6 times
the SM prediction [235]. Projections of the analysis to the HL-LHC era show that the coupling
of the Higgs boson to muons can be measurement with a precision of about 8%, still limited by
the statistical uncertainty.

In H ! µ

+
µ

� events the kinematics of the Higgs boson can be fully reconstructed. The signal
will consist of a small bump over a large di-muon background from Drell-Yan events, hence an
excellent di-muon mass resolution is crucial. This puts constraints on the required performance
of the new tracking system. Special attention will be given to the study of the vector-boson
fusion channel that exhibits experimental advantages compared to the gluon fusion one, due
to the reduced backgrounds and lower theoretical uncertainties in the Higgs production cross
section.

Figure 10.6 shows a fit to the signal di-muon mass distribution for Higgs boson events sim-
ulated with the Phase-I and Phase-II detectors. The distributions are normalized to both the
acceptance of each di-muon category and selection efficiency of events in each di-muon cate-
gory.

Due to the reduction of material and better spatial measurements of the upgraded Phase-II
tracking detector, the mass resolution is 40 % better and the efficiency to reconstruct the muon
pair is 20 % larger with respect to an aged Phase-I detector. The measurement of the Higgs
boson coupling to muons is expected to improve with the square-root of the improvement in
resolution and efficiency. Based on previous projections, an uncertainty in the Higgs boson
coupling to muons of about 5 % is expected.

Figure 10.6: Di-muon mass distributions for Higgs boson events simulated with the Phase-I
(nominal and aged) and Phase-II detectors. The distributions are normalized to take the relative
selection efficiency of different detectors into account.

10.1.3 H ! tt analysis

Projections of the Run-I H ! tt analysis show that the coupling modification of the Higgs
boson to tau leptons with respect to the SM expectation can be measured with a precision of 2–
5 %. Modifications of the Higgs boson couplings to fermions of this scale or larger are expected
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pendence of the di-tau mass resolution on the missing transverse energy resolution for the SV
Fit algorithm is indicated by the black points. The resolution of the di-tau mass reconstructed
from the visible tau decay is shown with a red line. The visible mass would be used in the
analysis if the missing energy resolution is about 3 times the current resolution. The missing
energy resolution for various detector configuration is indicated with colored lines. Comparing
the orange line and the turquoise line, which represent the PUPPI missing transverse energy
algorithm for the Phase-I and Phase-II detector, a significant improvement in resolution can
be seen [192]. The main driver for this improvement stems from the extension of the tracking
system to larger pseudorapidity. Future improvements in the reconstruction will further im-
prove the missing transverse energy resolution. The purple line indicates the resolution using
PF candidates. The resolution for PF MET is dominated by pileup, illustrating the need for
pileup mitigation techniques. The green line shows a projection of the current performance
to large pileup and agrees well with the performance estimated for the Phase-II detector. The
agreement between the green and orange line underlines that the extended tracking enables
efficient pileup mitigation for missing transverse energy reconstruction.
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Figure 10.8: Di-tau mass resolution versus missing transverse energy resolution normalized to
the Run-I performance. The dependence of the di-tau mass resolution on the missing transverse
energy resolution for the SV Fit algorithm is indicated with the black points. The resolution of
the mass reconstructed from the visible tau decay is shown with a red line. The missing energy
resolution for various detector configuration relative to the Run-I performance is indicated with
colored lines.

The leptons and pions from tau decays in Higgs boson events as well as VBF tagging jets have
a typical pT of 20 to 50 GeV. Excellent trigger capabilities are therefore crucial to fully explore
the VBF and H ! tt program at the HL-LHC.

Tracking information at the Level-1 trigger level will be essential to measurements in the dou-
bly hadronic H ! tt final state. The current hadronic tau triggers use only the available cal-
orimeter information to discriminate between hadronic tau decays and jets. However, adding
track information at the trigger level will allow dedicated triggers to more efficiently reject
misidentified jets, which have substantially different structures from hadronic tau decays.

The Run-I H ! tt analysis used a combination of double hadronic tau and double hadronic
tau plus the one jet triggers for the fully hadronic final state, with a selection-level pT threshold
of 45 GeV in the |h| < 2.1 region. The L1 trigger menu including the track trigger lists a single

Di-tau mass resolution vs. MET 
resolution, normalized to    

Run I performance:

• Due to material reduction and better spatial measurements in Phase-II tracking 
detector, mass resolution is 40% better 

• Efficiency to reconstruct the muon pair is 20 % larger 
• Combination of single, double tau track triggering increases the absolute trigger 

acceptance by 1.7× 
• Compared to applying Run-I analysis pT threshold on same |η| region 

Potential CMS Phase II  
detector resolution
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Current combined systematic uncertainties:

8

Figure 3 presents the impact of each group of nuisance parameters on the total systematic
uncertainty in the mass measurement of ATLAS, CMS, and the combination. For the individual
ATLAS and CMS measurements, the results in Fig. 3 are approximately equivalent to the sum
in quadrature of the respective dmH terms in Table 1 multiplied by their analysis weights, after
normalizing these weights to correspond to either ATLAS only or CMS only. The ATLAS and
CMS combined results in Fig. 3 are the sum in quadrature of the combined results in Table 1.

The results in Table 1 and Fig. 3 establish that the largest systematic effects for the mass un-
certainty are those related to the determination of the energy scale of the photons, followed by
those associated with the determination of the electron and muon momentum scales. Since the
CMS H ! gg channel has the largest weight in the combination, its impact on the systematic
uncertainty of the combined result is largest.
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CMS
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0 0.02 0.04 0.06

Combined
Observed
Expected

combined result
Uncertainty in LHC

Theory uncertainties

Additional experimental
systematic uncertainties
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CMS electron energy scale & resolution
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 vertex & conversionγγ →H ATLAS 
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Photon energy resolution
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Material in front of ECAL

ATLAS ECAL non-linearity /
  photon non-linearityCMS 

CMS and ATLAS
 Run 1LHC

Figure 3: The impacts dmH (see text) of the nuisance parameter groups in Table 1 on the AT-
LAS (left), CMS (center), and combined (right) mass measurement uncertainty. The observed
(expected) results are shown by the solid (empty) bars.

The mutual compatibility of the mH results from the four individual channels is tested using
a likelihood ratio with four masses in the numerator and a common mass in the denominator,
and thus three degrees of freedom. The three signal strengths are profiled in both the numerator
and denominator as in Eq. (1). The resulting compatibility, defined as the asymptotic p-value of
the fit, is 10%. Allowing the ATLAS and CMS signal strengths to vary independently yields a
compatibility of 7%. This latter fit results in an mH value that is 40 MeV larger than the nominal
result.

The compatibility of the combined ATLAS and CMS mass measurement in the H ! gg chan-
nel with the combined measurement in the H ! ZZ ! 4` channel is evaluated using the
variable DmgZ ⌘ mgg

H � m4`
H as the parameter of interest, with all other parameters, includ-

“Back of the envelope” calculation:
Significance of Higgs boson resonance scales approximately as s/√b 
→ Sensitivity scales with √(int. luminosity) — expect ~√(3000 fb-1 / 25 fb-1) ≃ 11× 

improvement in sensitivity, e.g. δmH = 0.24 GeV → 0.022 GeV 
→ Assumes stat. uncertainty dominates, acceptance stays ~the same

• Dominant contributions to 
total mass uncertainty ECAL-
related  
‣ i.e. Non-linearity, shower 

shape, material before 
ECAL 

• Also have non-trivial 
contribution from Z → ee 
calibration 

• Theory contributions (PDF, 
QCD, etc.) yield ~small 
contribution to inclusive mass 
uncertainty (δmH)
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Higgs boson self-coupling 
measurements

29

t, b
H

H

Ht, b • Main motivation: Higgs self-coupling λHHH determines 
shape of Higgs potential 
‣ Also sensitive to BSM effects → modifies HH 

production rate 
• Important decay modes are bbγγ and bbττ 

‣ Destructive interference of box, loop diagrams; σ 
minimized for λHHH / λSM = 1 

• Only ~320 bbγγ events will be generated in 3000 fb-1 

‣ ATLAS, CMS expect signal yield of ~9 bbγγ events 
• CMS predicts Z0 ~ 0.9σ, ∆µ/µ ~ 105% from measuring 
τµτh and τhτh final states 
‣ Final significance will be 1.3-1.9σ, based on final 

states measured (bbγγ and/or bbττ) 

Refs: LHCC-P-008, ATL-PHYS-PUB-2014-019
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the reconstruction, or the analysis strategy.
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Figure 10.10: Di-photon mass distribution for the estimated signal and background contribu-
tions. The data points show the result of a pseudo-experiment.

Relative Improvement In B-Tagging Efficiency [%]
-20 -10 0 10 20 30

R
el

at
iv

e 
U

nc
er

ta
in

ty
 o

n 
Fi

tte
d 

Si
gn

al
 Y

ie
ld

 [%
]

0

20

40

60

80

100

120

Phase II
Phase I aged

=14 TeV, PU=140s

CMS Simulation

Relative Improvement In Photon Efficiency [%]
-20 -10 0 10 20 30

R
el

at
iv

e 
U

nc
er

ta
in

ty
 o

n 
Fi

tte
d 

Si
gn

al
 Y

ie
ld

 [%
]

0

20

40

60

80

100

120

Phase II
Phase I aged

=14 TeV, PU=140s

CMS Simulation

Figure 10.11: The median expected relative uncertainty on the signal yield as a function of the
relative change of b-tagging (left) and photon identification (right) efficiencies.

10.1.4.2 bbtt final state

The t

µ

th, and thth di-tau final states, where th denotes hadronic tau decays, and t

µ

denotes tau
decays to muons, are studied. About 9000 bbtt di-Higgs events per experiment are expected
at HL-LHC with 3 ab�1. However, the tt̄ background with fully leptonic decays to taus is over-
whelming. Another source of large background is Drell-Yan production of a Z boson decaying
into a pair of tau leptons produced in association with jets, where light jets are mis-tagged
as b-jets. The important single Higgs boson backgrounds are ZH, where the Higgs boson is
produced in association with a Z boson, and tt̄H, where the Higgs boson is produced in asso-
ciation with a top quark-antiquark pair. The remaining backgrounds considered are single top
and tt̄ produced in association with a vector boson, and di-boson processes. The QCD multi-jet

Size of additional HH contribution,  
summed with expected  

SM HH yield
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cantly higher without the track trigger, 95 GeV on both tau legs for di-tau trigger and 138 GeV
for single tau trigger. Considering these less performant thresholds, the signal and background
yields are reduced by about a factor of two. For the t

µ

th final state the situation is similar. The
single-muon trigger threshold is 18 GeV with track trigger and 50 GeV without track trigger.
The thresholds for muon-tau trigger legs are significantly higher as well. Again, the signal
and background yields are reduced by a factor of two by requiring 50 GeV cut on the pT of the
muon and hadronic tau. Thus, in both final states the effect on the sensitivity of this analysis
is significant. The overall sensitivity is reduced by 40%, the equivalent of using only half of
3000 fb�1.

10.1.4.3 bbWW final state

About 1500 fully leptonic signal events per experiment are expected at the HL-LHC, where the
leptons are either muons or electrons. The dominant background process is the tt̄ production
and fully leptonic decay. Other backgrounds have negligible contribution in comparison to tt̄
and only the dominant tt̄ background is studied. Selected events are required to have two b
tagged jets with pT > 30 GeV and two opposite-sign leptons with muon pT > 20 GeV, electron
pT > 25 GeV, and all objects with |h| < 2.5. Additional requirements that remove reduce
the background include a requirement on the di-lepton mass, Mll < 85 GeV, di-bjet mass,
60 GeV < Mbb < 160 GeV, DR between the two leptons, DRll < 2, DR between the two b-
tagged jets, DRbb < 3.1, and Df between the di-b-jet and the di-lepton systems, Dfbb,ll > 1.7.

Figure 10.13: The average expected relative uncertainty on the signal yield as a function of the
background systematic uncertainty.

A neural network (NN) discriminator based on the kinematic properties of the event is trained
to further reduce the background. The NN takes into account the correlations among the input
variables used for training. The signal selection is obtained by applying a threshold on the NN
discriminator leading to 3875 background events and 37.1 signal events. Figure 10.13 shows the
expected uncertainty in the di-Higgs signal yield as a function of the background uncertainty
from 0% to 5%. The results suggest a promising contribution of this final state when combined
with the other final states at the HL-LHC.

10.1.4.4 Conclusion

The measurement of Higgs boson pair production at the HL-LHC directly probes the Higgs
boson trilinear coupling. The studies presented here show that an observation of the process is
possible in combination of multiple channels and using results from ATLAS and CMS. Com-
bining the studies of bbgg and bbtt final states, the expected significance for di-Higgs boson

• ~1500 fully leptonic signal events expected in 
3000 fb-1, where the leptons are either muons 
or electrons  

• Dominant background process is the tt 
production, fully leptonic decay 

• Events require required two b-tagged jets with 
pT > 30 GeV, two opposite-sign leptons with 
muon pT > 20 GeV, electron pT > 25 GeV 

• Neural network also trained to separate 
signal, background
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background is negligible in the signal region, as verified by studying the LHC data available atp
s = 8 TeV.

Events are selected containing two b-tagged jets with pT > 30 GeV and |h| < 2.4, and two taus
with pT > 60 GeV, or pT > 90 GeV for the leading tau and pT > 45 GeV for sub-leading tau, and
|h| < 2.1 for the thth di-tau final state, pT > 30 GeV and |h| < 2.1 for the th and pT > 30 GeV
and |h| < 2.5 for the t

µ

in t

µ

th di-tau final states. To further reduce background events with
light jets mimicking hadronic tau decays it is required that jets originating from hadronic tau
decays contain an isolated track. Selections are applied on the di-tau mass, M

tt

, and the di-b-jet
mass, Mbb, mass distributions to identify Higgs boson decays to tau and b pairs, respectively.
The requirement for mbb is 90 GeV < mbb < 130 GeV, and 110 GeV < m

tt

< 140 GeV for m
tt

. A
likelihood-based mass reconstruction technique (SVFIT) is used to reconstruct the di-tau mass.
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Figure 10.12: mT2 (left) and BDT score (right) distributions in thth and t

µ

th channels, respec-
tively. The yields are the expected SM contributions.

A kinematic bounding variable, mT2, is introduced to further discriminate the dominant tt̄
background from the di-Higgs signal [239]. By construction, mT2 is bounded above by the
top quark mass for tt̄ background events while it is unbounded for di-Higgs signal events.
For the t

µ

th di-tau final states a BDT discriminant was trained to further exploit the boosted
kinematics of di-Higgs production. The input variables are the masses, transverse momenta,
and DR distances of the di-tau, di-b-jet, and di-Higgs systems. The mT2 variable is also included
in the training. Figure 10.12 shows the distributions of the BDT discriminant for t

µ

th channel
on the left and mT2 distribution for the thth di-tau final state on the right. The mT2 distribution
is used to extract the signal in the thth di-tau final state and the BDT discriminant for the t

µ

th
di-tau final state.

The expected significance for di-Higgs boson production is 0.5, and 0.7 standard deviations,
for t

µ

th, and thth di-tau final states, respectively. For the combination 0.9 standard deviations
are expected. The resulting expected uncertainty in the signal strength is approximately 105%.
Theoretical uncertainties in the Higgs boson production are included in this result. Renor-
malization and factorization scale uncertainties in the di-Higgs signal production are 20% for
NNLO calculation. The PDF uncertainty is 9%. The systematic uncertainty on luminosity is
taken to be 2.6%. Scale uncertainties on jets, tau leptons, and missing energy are also included.

The performance of the trigger system is crucial to achieve the result described above, in partic-
ular the capability to trigger on charged particles at Level-1. For the thth final state, the di-tau
trigger has an offline threshold of 56 GeV on both tau legs, and single tau trigger threshold is
88 GeV for the Level-1 sample menu described in this document. These thresholds are signifi-

• ~9000 bbττ di-Higgs events expected in 3000 
fb-1 

• τµτh, τhτh final states studied by CMS 
• Likelihood-based mass reconstruction 

technique (SVFIT) is used to reconstruct mττ 
• BDT discriminant trained to exploit boosted 

kinematics of HH 
• Z0 = 0.5σ for µh, 0.7σ for hh, 0.9σ for 

combination, overall ∆µ / µ ~ 105%

H → bbττ:

Refs: LHCC-P-008
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• Tested effects of pileup rejection (50%, 75%, 90% 
efficiency) for three tracking scenarios: |η| < 
[3, 3.5, 4] 
‣ Simulated pile-up jet multiplicity at µ = 140, 

jet pT ≥ 30 GeV — rate is ~2.4 extra jets/event 
‣ Analysis is re-run with forward pile-up jet 

insertion, rejection imposed by hand 
• Observe ~43% decrease in expected ∆µ/µ by 

extending tracking volume (hence PU rejection)

Impact of forward tracking:

• BDT trained to separate H → τlτhad signal from 
backgrounds (see variables below) 
‣ Only VBF production targeted 

• Lepton, τ reconstruction, identification 
efficiencies assumed equivalent to 2012 data 

• Require isolated leptons with pT > 26 GeV, τ 
candidate pT > 20 GeV, jet pT > 30 GeV 

• Require mT(l, ETMiss) < 100 GeV due to 
degradation of ETMiss at high <µ> 

• “Missing mass calculator” used to estimate mττ4 Analysis

4.1 Boosted Decision Tree training

A multi-variate analysis approach is used by training BDTs to discriminate signal from background. It
is trained using all backgrounds scaled to their respective cross-sections against the total (ggF + VBF)
signal shapes. The same training parameters and input variables as the Run-I analysis are used, and the
input variables are listed in Table 2.

Variable Definition
�R(⌧, `) Separation of the lepton and ⌧had

mT Transverse mass of the lepton and Emiss
T

Emiss
T �-centrality Centrality of the Emiss

T between the lepton and ⌧had
MMC mass ⌧⌧ mass estimator

m j1, j2 Invariant mass of the 2 leading jets
⌘ j1 ⇥ ⌘ j2 Product of the ⌘s of the two leading jets
|⌘ j1 � ⌘ j2| Absolute di↵erence ⌘s of the two leading jets
` ⌘-centrality Centrality of the lepton between the two leading jets

pTotal
T |~p`T + ~p

⌧h
T + ~p

j1
T + ~p

j2
T +
~Emiss

T |

Table 2: Discriminating variables used for the BDT training.

Forward tracking scenarios

BDTs are trained for a variety of forward tracker coverages (|⌘| < 3, |⌘| < 3.5 and |⌘| < 4) and pile-
up rejection values (50%, 75% and 90%). Figure 2 shows the e�ciency for rejecting the background
versus the e�ciency for selecting the signal for the scenario of 90% forward pile-up rejection. For a
given signal e�ciency, the background rejection improves with larger coverage.
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Figure 2: Signal e�ciency versus background e�ciency for scenarios of generic forward tracker cover-
age and rejection power. The right plot is a zoom of the left plot. A BDT is trained in the VBF category
for each scenario.
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BDT training variables:
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Figure 5: Signal (solid line, multiplied by 100 for visualisation purposes) and background (colored
areas) HL-LHC predictions of (a) Emiss

T �-centrality, (b) ` ⌘-centrality and (c) pTotal
T . The last bin con-

tains the overflow events.
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Figure 6: Signal (solid line, multiplied by 100 in (a) for visualisation purposes) and background
(colored areas) HL-LHC predictions of the BDT spectrum in the (a) full range and (b) highest bins
range. Signal and background are overlaid in (a) and stacked in (b).
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current �theo.
S no �theo.

S

�syst.
B �syst.

S �µ �µ
10% 5% 0.25 0.24
5% 5% 0.16 0.13

Table 4: Uncertainty on the signal strength (�µ) for di↵erent scenarios of background uncertainties and
signal theory uncertainties.

forward pile-up jet rejection 50% 75% 90%
forward tracker coverage �µ
Run-I tracking volume 0.24

|⌘| < 3.0 0.18 0.15 0.14
|⌘| < 3.5 0.18 0.13 0.11
|⌘| < 4.0 0.16 0.12 0.08

Table 5: Uncertainty on the signal strength (�µ) for di↵erent scenarios of forward tracking. Negligible
loss of HS jets to forward pile-up jet rejection is assumed. A 10% systematic uncertainty is assumed
for backgrounds, a 5% experimental systematic uncertainty is assumed for signals, and theoretical
uncertainties on signals are ignored.

6 Conclusions

The projection of the Standard Model H ! ⌧⌧ analysis to the High Luminosity LHC (HL-LHC) run-
ning conditions with 14 TeV pp collisions, 3000 fb�1 delivered integrated luminosity, and an average
number of overlapping pp collisions hµi = 140 is performed. The VBF ⌧`⌧had (` = e, µ) analysis cat-
egory is considered, and the uncertainty on the signal strength (µ) is projected to be 24% when theory
uncertainties are ignored and 10% (5%) background (signal) uncertainties are assumed. The projec-
ted uncertainty could be reduced significantly if pile-up jets outside the current tracking volume could
be rejected similar to pile-up jet rejection within the tracking volume in 2012. The uncertainty on µ is
projected to be 8�18% depending on the scenario of forward tracker coverage and pile-up jet rejection.

12

43% smaller 

Refs: ATL-PHYS-PUB-2014-018
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6.3 Fermion- and boson-mediated production processes and their ratio 19
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Figure 4: Values of the best-fit s/sSM for the overall combined analysis (solid vertical line) and
separate combinations grouped by production mode tag, predominant decay mode, or both.
The s/sSM ratio denotes the production cross section times the relevant branching fractions,
relative to the SM expectation. The vertical band shows the overall s/sSM uncertainty. The
horizontal bars indicate the ±1 standard deviation uncertainties in the best-fit s/sSM values
for the individual combinations; these bars include both statistical and systematic uncertainties.
(Top left) Combinations grouped by analysis tags targeting individual production mechanisms;
the excess in the ttH-tagged combination is largely driven by the ttH-tagged H ! gg and
H ! WW channels as can be seen in the bottom panel. (Top right) Combinations grouped by
predominant decay mode. (Bottom) Combinations grouped by predominant decay mode and
additional tags targeting a particular production mechanism.
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Table for H ! Z�:

Quantity ATLAS CMS
Z0 3.9� –

�µ/µ +0.25
�0.26 (stat) +0.17

�0.15 (syst) 0.20� 0.24
Table for H ! µµ:

Quantity ATLAS CMS
Z0 7.0� � 5�

�µ/µ 0.21 0.20� 0.24

Table for HH ! bb̄��:

Quantity Measurement
Z0 1.3�

Table of ATLAS Higgs couplings (full theory uncertainties) assuming narrow
width approximation:

�/ (%)

Coupling 300 fb�1 3000 fb�1

Z 8.1 4.4
W 9.0 5.1
t 22 11
b 23 12
⌧ 14 9.7
µ 21 7.5
g 14 9.1
� 9.3 4.9

1

ATLAS couplings:

(includes full theory uncertainties)


