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Particle physics circa 2016

Higgs boson discovery: one of the most important 
experimental results of the last 20 years

An apparent contradiction:
•The SM seems to describe all 

collider measurements to 
arbitrary precision

•`Complete theory’ up to any 
scale to be probed in the 
foreseeable future

•Still, STRONG INDICATIONS that 
the SM is not the end of the story 
(dark matter, dark energy, 
baryogenesis…)



Moving forward: the need for precision
•Strong cosmological indications for physics beyond the SM
•Before the LHC, some expectation of new physics beyond 

the corner (naturalness, fine tuning, WIMP miracle…): SUSY, 
extra dimensions… So far, this has not happened

•Already now, the LHC points toward a SM-like Higgs sector 
(~no matter what would happen at 750 GeV)

•Discovering new physics turned out to be more challenging. 
No spectacular new signatures ⇒ new physics can be hiding 
in small deviations from SM behavior, or in unusual places. 
Very good control on SM predictions is required to single 
them out

PRECISION IS NOW A PRIVILEGED TOOL FOR 
DISCOVERY AT THE LHC



Hunting down small deviations:  
the Higgs sector

To pursue our quest for new physics at the LHC, we can 
envision at least two strategies

•Pushing collider phenomenology to the boundary:         
N3LO predictions for the total cross-section, fully differential 
NNLO predictions for H+jet/Higgs pT spectrum and precise 
predictions in the experimental fiducial region…

•Looking closer at small effects:                                           
Higgs interferometry, the off-shell Higgs and the Higgs width/
couplings, boosted Higgs and the ggH coupling…

In the following, I will give two examples to 
illustrate both of these venues



Precise predictions: requirements
THE GOAL: 

precise modeling of the actual experimental setup 

Many different ingredients

•Non perturbative models 
(hadronization…)

•Parton shower evolution

•HARD SCATTERING

•Parton distributions

•Input parameters (αs…)



The hard scattering cross-section
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Require precise input parameters
(αs, PDFs…)

Ultimate limitation: non-perturbative corrections
For typical electro-weak scale: ~ percent

HIGH-Q2 PHYSICS → PART WE HAVE MOST CONTROL ON, AND 
SENSITIVE TO SHORT DISTANCE PHYSICS (BSM)
Must describe realistic conditions (fiducial cuts, arbitrary 
differential observables…) → fully differential



Precision goals: the Higgs sector

  

 NNLO QCD predictions for

pp → H + jet

Higgs boson physics

LHC Run I Run II and HL

Percent-level accuracy achievable experimentally → OUR TARGET



The path towards precision
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Input parameters: ~few percent.
In principle improvable

NP effects: ~ few percent
No good control/understanding 
of them at this level

HARD SCATTERING MATRIX ELEMENT

•αs ~ 0.1 → percent-level accuracy requires second order 
(NNLO) computations

•For Higgs production: large gluon charges, CA αs ~ 0.3 → 
third order (N3LO) is desirable



The hard matrix element
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Many different way to obtain more or less accurate 
estimations of the partonic cross section (soft/collinear 
approximations and resummation, PS merging…)

If HIGH PRECISION is sought however, PERTURBATIVE (FIXED 
ORDER) COMPUTATIONS are a very important instrument
•controlled environment
•at the LHC, logs are often (≠ always) not so large → captured 

by fixed (high enough) order computations
•at high enough order, reasonable control on rates, shapes 

and uncertainties
•fiducial cuts, reliable modeling of experimental setup
•input for resummation



Pushing collider phenomenology 
to the boundary:  

Higgs plus jet at NNLO  
in gluon fusion



Why Higgs plus Jet in gluon fusion

18

• Reduction of the uncertainty consistent with the shift in the central value 
going from NNLO to N3LO 

!
• Resummation effects moderate above 20 GeV (estimating potential size of yet 

h.o. corrections)
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•Gluon fusion: bulk of the 
cross-section → precision

•Gluon have large color 
charges → easy to radiate 
extra jet. H+J: ~ 35% of σH

•Can give important 
information about Higgs 
properties (proxy for pt,H, 
probe of the ggH coupling)

•In important channels 
(H→WW,H→ττ) jet veto to 
suppress background



Higgs: status of theoretical predictions
Higgs production in gluon fusion is a loop induced process → 
computing corrections involve complicated multi-loop amplitudes

HIGGS INCLUSIVE H+J / HIGGS PT

O(↵2
s)

O(↵3
s)

NLO: ~100% corrections, clearly unsatisfactory result



Integrating out the top
As long as the typical scale of the process is Q ⪷ mt: short distance (i.e. 
top mass) physics is not resolved → effective point-like interaction

•This observation significantly simplifies computations (no internal 
structure). All advanced computations so far make use of this 
simplification

•In most cases, the typical scale of Higgs physics is Q~mH  < mt, so this 
effective approximation is justified

•Nevertheless, mass effects at the percent-level to be expected → we will have 
to improve on current technology to cope with them



Integrating out the top
If the Higgs is produced in association with extra jet, the situation is 
potentially more dangerous: high-pt jets can resolve the top loop

•Nevertheless, dσ/dpt2 ~ 1/pt2 so most of the events are in a region 
where the effective theory is reliable

•Only small fraction of events in the extreme high pt region
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Integrating out the top: results
O(↵2

s) O(↵3
s) O(↵4

s) O(↵5
s)

K~2, ~100% 
uncertainty

K~1.2, ~10% 
uncertainty

K~1.02, ~percent -
level uncertainty

[Anastasiou et al., PRL (2015)]fully inclu
sive-on

ly

K~1.5, ~50% 
uncertainty

NNLO, fully 
exclusive



Anatomy of a NNLO computation

RR

RV

VV
TWO-LOOP AMPLITUDES FOR H+J
Computed in 2011 [Gehrmann et al.]

All required amplitudes known since long time

ONE-LOOP AMPLITUDES FOR H+JJ
Compact analytical expressions 
known and implemented in MC 
programs [MCFM]

TREE-LEVEL AMPLITUDES FOR H+JJJ

What prevented from doing the computation for so long?



Anatomy of a NNLO computation
The actual bottleneck for the computation was not the availability of 
two-loop amplitudes but how to consistently handle IR singularities

COMPLICATED IR STRUCTURE HIDDEN IN THE PHASE SPACE INTEGRATION
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Anatomy of a NNLO computation
The actual bottleneck for the computation was not the availability of 
two-loop amplitudes but how to consistently handle IR singularities

RRRVVV

•IR singularities (long-distance physics) hidden in PS integration
•After integration, all singularities are manifest and cancel (KLN)
•We are interested in FULLY DIFFERENTIAL results (arbitrary cuts, 

arbitrary observables) → we are not allowed to integrate over the PS
•The challenge: extract PS-integration singularities without actually 

performing any integration. Highly non trivial



The problem with fully exclusive NNLO

•Especially for processes with non trivial color flow, these 
computations pose significant conceptual challenges 
(consistent treatment of IR singularities)

•Thanks to a big effort in the community, we now see first 
glimpses towards solutions: antenna, sector decomposition
+FKS/STRIPPER, colorful NNLO, N-jettines/qT slicing…

•NNLO predictions for colorful 2→2 processes are a reality

The GOAL: we are looking for precise predictions → 
as close as possible to experimental reality 

(fully differential, fiducial region)



Higgs plus Jet@NNLO: results
[Boughezal, FC, Melnikov, Petriello, Schulze, PRL (2015)] 

THE SETUP: LHC8, anti-kt R=0.5, pt,jet > 30 GeV, μ=mH. 

Only approximation: EFT (mt →∞) 2
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Figure 1: Cancellation of 1/✏ poles in the qg channel. Note
that individual contributions have been rescaled by a factor
of 0.1, while the sum of them is not rescaled.

detail in our previous work on Higgs plus jet production
in pure gluodynamics [9], we only sketch here the salient
features of the calculation. We then present the numer-
ical results of the computation including NNLO results
for cross sections of Higgs plus jet production at various
collider energies and for various values of the transverse
momentum cut on the jet. We also discuss the NNLO
QCD corrections to the transverse momentum distribu-
tion of the Higgs boson. Finally, we present our conclu-
sions.

We begin by reviewing the details of the computation.
Our calculation is based on the e↵ective theory obtained
by integrating out the top quark. For values of the Higgs
p
?

below 150 GeV, this approximation is known to work
to 3% or better at NLO [13, 14]. Since the Higgs boson re-
ceives its transverse momentum by recoiling against jets,
we expect that a similar accuracy of the large-mt ap-
proximation can be expected for observables where jet
transverse momenta do not exceed O(150) GeV as well.

The e↵ective Lagrangian is given by

L = �1

4
G(a)

µ⌫ G
(a),µ⌫ +

X

i

q̄ii/Dqi�C1
H

v
G(a)

µ⌫ G
(a),µ⌫ , (1)

where G
(a)
µ⌫ is the gluon field-strength tensor, H is the

Higgs boson field and qi denotes the light quark field
of flavor i. The flavor index runs over the values i =
u, d, s, c, b, which are all taken to be massless. The co-
variant derivative /D contains the quark-gluon coupling.
The Higgs vacuum expectation value is denoted by v,
and C1 is the Wilson coe�cient obtained by integrating
out the top quark. The calculation presented here re-
quires C1 through O(↵3

s), which can be obtained from
Ref. [15]. Both the Wilson coe�cient and the strong
coupling constant require ultraviolet renormalization; the
corresponding renormalization constants can be found
e.g. in Ref. [16].

Partonic cross sections computed according to the
above prescription are still not finite physical quantities.
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Figure 2: Dependence of the total LO, LO and NNLO cross-
sections on the unphysical scale µ. See text for details.

Two remaining issues must be addressed. First, contribu-
tions of final states with di↵erent number of partons must
be combined in an appropriate way to produce infrared-
safe observables. This requires a definition of final states
with jets. We use the anti-kT jet algorithm [17] to com-
bine partons into jets. Second, initial-state collinear sin-
gularities must be absorbed into the parton distribution
functions (PDFs) by means of standard MS PDF renor-
malization. A detailed discussion of this procedure can
be found in Ref. [18].
The finite cross sections for each of the partonic chan-

nels ij obtained in this way have an expansion in the MS
strong coupling constant ↵s ⌘ ↵s(µ), defined in a theory
with five active flavors,

�ij = �
(0)
ij +

↵s

2⇡
�
(1)
ij +

⇣↵s

2⇡

⌘2

�
(2)
ij +O(↵6

s). (2)

Here, the omitted terms indicated by O(↵6
s) include the

↵3
s factor that is contained in the leading order cross sec-

tion �
(0)
ij . Our computation will include the gg and qg

partonic cross sections at NNLO, �(2)
gg and �

(2)
qg , where q

denotes any light quark or anti-quark. At NLO, it can be
checked using MCFM [19] that these channels contribute
over 99% of the cross section for typical jet transverse
momentum cuts, p

?

⇠ 30 GeV. We therefore include the
partonic channels with two quarks or anti-quarks in the
initial state only through NLO.
In addition to the ultraviolet and collinear renormal-

izations described above, we need the following ingre-

dients to determine �
(2)
gg and �

(2)
qg : the two-loop vir-

tual corrections to the partonic channels gg ! Hg and
qg ! Hq; the one-loop virtual corrections to gg ! Hgg,
gg ! Hqq̄ and qg ! Hqg; the double real emission
processes gg ! Hggg, gg ! Hgqq̄, qg ! Hqgg and
qg ! HqQQ̄, where the QQ̄ pair in the last process can
be of any flavor. The helicity amplitudes for all of these
processes are available in the literature. The two-loop
amplitudes were computed in Ref. [20]. The one-loop cor-
rections to the four-parton processes are known [21] and

�LO = 3.9+1.7
�1.1 pb

�NLO = 5.6+1.3
�1.1 pb

�NNLO = 6.7+0.5
�0.6 pb

KNNLO ⇠ 20%

�PDF ⇠ 5%

•Significantly improved scale uncertainty (makes discussion of 
dynamical scale largely irrelevant)

•Still sizable correction for μ=mH, smaller for μ=mH/2 [KNNLO=4%]. 
First sign of perturbative convergence



Differential distributions
[Boughezal, FC, Melnikov, Petriello, Schulze, PRL (2015)] 
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Leading jet pT, LHC8
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Figure 3: Higgs plus jet production cross-sections in depen-
dence of the cut on the jet transverse momentum. The mini-
mal cut we consider is p

?

> 30 GeV. See text for details.

and NNLO as a function of the unphysical scale µ over
the range µ 2 [p

?,cut : 2mH ]. We estimate the residual
uncertainty due to PDF to be at the O(5%) level. The
situation is similar for the 13 TeV LHC. More precisely,
we find �pp!H+j = 10.2+4.0

�2.6 pb, 14.7
+3.0
�2.5 pb, 17.5

+1.1
�1.4 pb

at leading, next-to-leading and next-to-next-to-leading
order, corresponding to a NLO (NNLO) increase with re-
spect to LO of 44% (72%) for µ = mH and of 25% (31%)
for µ = mH/2.

It is interesting to understand to what extent pertur-
bative QCD corrections depend on the kinematics of the
process and/or on the details of the jet algorithm. One
way to study this is to explore how the NNLO QCD cor-
rections change as the lower cut on the jet transverse mo-
mentum is varied. We show corresponding results for the
8 TeV LHC in Fig. 3 where the cumulative distribution
for �(H+j, p

?,j � p
?,cut) is displayed. The inset in Fig. 3

shows ratios of NNLO(NLO) to NLO(LO) H + j cross-
sections, respectively, computed for µF = µR = mH as
a function of the jet p

?

-cut. It follows from Fig. 3 that
QCD radiative corrections depend on the kinematics. In-
deed, the NNLO to NLO cross-sections ratio changes
from 1.25 at p

?

= 30 GeV to ⇠ 1 at p
?

⇠ 150 GeV.
In Fig. 4 we show the Higgs boson transverse momen-

tum distribution in the reaction pp ! H + j, for three
consecutive orders of perturbation theory. We require
that there is a jet in the final state with a transverse mo-
mentum higher than p

?,j > 30 GeV. Note that the two
bins closest to the boundary p

?,H = 30 GeV have been
combined to avoid the well-known Sudakov-shoulder ef-
fect [43]. Away from that region, the NNLO QCD radia-
tive corrections increase the NLO cross-section by about
20%, slowly decreasing as p

?,H increases.
In conclusion, we have presented a calculation of the

NNLO QCD corrections to the production of the Higgs
boson in association with a jet at the LHC. This is the
first complete computation of NNLO QCD corrections to
a Higgs production process with a jet in the final state. It
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Figure 4: Higgs boson transverse momentum distribution in
pp ! H+j at 8 TeV LHC. The jet is defined with the anti-k

?

algorithm with �R = 0.5 and the cut on the jet transverse
momentum of 30 GeV. Further details are explained in the
text.

shows that techniques for performing NNLO QCD com-
putations, that were in the development phase for several
years, can indeed be used to provide precise predictions
for complex process at hadron colliders. The total cross
section for H+jet production receives moderate NNLO
QCD corrections. For jets defined with the anti-k

?

algo-
rithm with p

?,j > 30 GeV, we find NNLO QCD correc-
tions of the order of 20% for µ = mH . These moderate
corrections are the result of the smaller corrections for
the qg channel w.r.t the gg one, and a suppression of the
gg channel due to qq̄ final states not considered in previ-
ous analyses [9, 10]. Beyond the total cross section, our
computation will have important implications for many
processes that are used to study properties of the Higgs
boson, including W+W� and �� final states, primarily
through improved modelling of the Higgs transverse mo-
mentum and rapidity distributions. In particular, since
the complete N3LO computation of the Higgs boson pro-
duction cross section is available, a consistent computa-
tion of the H +0 jets, H +1 jet, H +2 jet and H +3 jet
exclusive processes becomes possible for the first time.
Furthermore, since the Higgs boson is a spin-zero parti-
cle, our computation can be easily extended to include
Higgs boson decays, to enable theoretical predictions for
fiducial cross sections and kinematic distributions for the
particles that are observed in detectors. Once this is
done, our calculation will provide a powerful tool that
will help to understand detailed properties of the Higgs
boson at the LHC.

We thank T. Becher, J. Campbell, T. Gehrmann and
M. Jaquier for helpful communications. We are grate-
ful to S. Badger for making his results for tree-level
amplitudes available to us. F. C. would like to thank
the Institute for Theoretical Particle Physics of KIT and
the Physics and Astronomy Department of Northwestern
University for hospitality at various stages of this project.
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•NNLO greatly stabilizes results

•Non-trivial K-factor shape

•Reasonable convergence

•No sign of perturbation theory 
breakdown for pt,j ≳ 30 GeV



A step closer to reality: fiducial analysis
•If very high precision is sought, it becomes important to 

reduce to a minimum unnecessary extrapolations from 
uncontrolled sources (e.g. PS acceptance corrections)

•Fully exclusive computations are able to deal with 
arbitrary cuts on final state partons

•For Higgs plus jet: can exactly reproduce experimental 
analysis in terms of cuts on photons (H→γγ)/leptons 
(H→WW/ZZ) and jets

•Allow for an unbiased data/theory comparison

•`Nice’ experimental cuts: no need for extrapolations after 
this → insensitive to soft physics (interesting topic for 
precision frontier, e.g. symmetric cuts…)



Fiducial analysis: H→γγ

SETUP: ATLAS 8 TEV ANALYSIS
Anti-kt with R=0.4, pt,j > 30 GeV, |yj|<4.4, pt,γ > max (25 GeV,0.35/0.25 mγγ), 
|yγ|<2.37, no photons with 1.37<|yγ|<1.56, ∆Rγj > 0.4

[FC, Melnikov, Schulze (2015)] 
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Figure 5: Rapidity and transverse momentum distributions of the harder and softer photons in

pp ! H + j at the 8 TeV LHC. The insets show ratios of di↵erential cross sections at di↵erent

orders in perturbation theory for the factorization and the renormalization scales set to the mass

of the Higgs boson.

leading order perturbative QCD computations, with both NLO and NNLO QCD corrections

providing a uniform enhancement. This observation should enable the reduction of the

uncertainty associated with the modelling of this observable and, perhaps, lead to improved

limits on exotic features of the observed Higgs resonance.

Finally, in Fig. 7 we compare the ATLAS measurements with our computations of the

fiducial volume signal in pp ! H + j ! �� + j. The inclusive one-jet cross section was

already discussed at the beginning of this Section; we remind the reader that the result of

the ATLAS measurement is significantly higher than the NNLO QCD prediction for the

inclusive one-jet cross section. In the left pane of Fig. 7 we present a similar comparison for

the exclusive jet cross sections. We see that the situation is similar for all jet multiplicities

and that the discrepancy increases for higher-multiplicity bins. In the right pane of Fig. 7,

theoretical and experimental results for the transverse momentum distribution of the hardest

jet are compared. For this observable, the ATLAS results are higher than the theoretical
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Figure 6: Distribution of the photon decay angle in the Collins-Soper frame at the 8 TeV LHC.

The inset shows ratios of di↵erential cross sections at di↵erent orders in perturbation theory for

the factorization and the renormalization scales set to the mass of the Higgs boson.

Figure 7: Left pane: comparison of exclusive jet cross sections in pp ! H + j ! ��+ j computed

in this paper and measured by the ATLAS collaboration. Right pane: comparison of the leading

jet transverse momentum distribution. The selection criteria are described in the text.

predictions in all p?-bins except one where the experimental error is the largest. It is also

clear that the shapes of theoretical and experimental distributions are di↵erent. It follows

from the plots in Fig. 7 that, currently, the ATLAS data is not precise enough to allow for a

meaningful comparison with available theoretical predictions. This will undoubtedly change

once enough luminosity at the 13 TeV LHC is collected.

B. H ! W+W� ! e+µ�⌫⌫̄

In this subsection, we present the results for the process pp ! H+j ! W+W�+j at the

13 TeV LHC. The selection criteria are described in Section II. In principle, many kinematic

12

•Reduced uncertainties

•Stable shapes

•Virtually no shape correction for cos(θ*) → Higgs characterization



Fiducial analysis: H→γγ

Figure 6: Distribution of the photon decay angle in the Collins-Soper frame at the 8 TeV LHC.

The inset shows ratios of di↵erential cross sections at di↵erent orders in perturbation theory for

the factorization and the renormalization scales set to the mass of the Higgs boson.
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[FC, Melnikov, Schulze (2015)] 

Exclusive Jet bins, ATLAS8

Leading jet pT, ATLAS8

Still very large statistical 
fluctuations for these 
analysis to mean much, 
but NNLO theory error ~ 
systematic error 



Fiducial analysis: H→2l2ν
[FC, Melnikov, Schulze (2015)] 

NNLO able to cope with 
complicated final states 
(up to 7 particles)

SETUP: CMS-LIKE ANALYSIS, 13 TEV
Anti-kt with R=0.4, pt,j > 30 GeV, |yj|<4.7, pt,l > 20/10 GeV, Et,miss > 20 GeV, 
mll > 12 GeV, pt,ll > 30 GeV, mt,WW > 30 GeV
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Figure 9: Left pane: the transverse momentum distribution of a positively charged lepton in

pp ! H(e+µ�⌫⌫̄) + j at the 13 TeV LHC. Right pane: the distribution of the azimuthal opening

angle of the two leptons in pp ! H(e+µ�⌫⌫̄) + j at the 13 TeV LHC. The selection criteria are

described in the text. The insets show ratios of di↵erential cross sections at di↵erent orders in

perturbation theory for the factorization and the renormalization scales set to the mass of the

Higgs boson.

13 TeV LHC and the azimuthal opening angle distribution of the two leptons. In both cases,

QCD radiative corrections do not change the shapes of the distributions significantly. The

distribution of the invariant masses of the two leptons ml+l� and the transverse mass m?

are displayed in Fig. 10; the NNLO QCD corrections to those distributions are remarkably

uniform.

IV. CONCLUSIONS

We extended the recent NNLO QCD computation of the H + j production in proton

collisions by including decays of the Higgs bosons to electroweak gauge bosons H ! ��,

H ! W+W� and H ! ZZ. Leptonic decays of Z’s and W ’s, with all spin correlations,

are fully accounted for. This allows us to calculate fiducial volume cross sections and vari-

ous kinematic distributions through NNLO in perturbative QCD in a manner that is fully

consistent with selection criteria applied in experiments. In particular, it becomes possible

– for the first time – to confront fiducial volume studies of the pp ! H+ j ! ��+ j process

performed by the ATLAS collaboration at the 8 TeV LHC [5] with NNLO QCD predictions.

We presented a number of results for fiducial volume cross sections, acceptances and vari-

ous kinematic distributions for both inclusive and exclusive H(��)+ j production processes.
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Figure 8: Left pane: the production cross section for pp ! H + j ! W+W� + j ! e+µ�⌫⌫̄ + j

at the 13 TeV LHC is shown as a function of the jet transverse momentum cut. The inset shows

ratios of di↵erential cross sections at di↵erent orders in perturbation theory for the factorization

and the renormalization scales set to the mass of the Higgs boson. Right pane: exclusive jet cross

sections for pp ! H(e+µ�⌫⌫̄) + j at the 13 TeV LHC. The selection criteria are described in the

text.

distributions that can be studied in the H + j production process are independent of the

decay mode of the Higgs boson. To avoid overlap with the previous subsection, we present

here only those distributions that are particular to the W+W� final state.

We begin, however, with the discussion of the fiducial cross sections. We find

�fid
LO = 13.0+5.1

�3.4 fb, �fid
NLO = 18.6+3.7

�3.1 fb, �fid
NNLO = 21.9+0.9

�1.7 fb. (5)

In general, the perturbative expansion of the 13 TeV cross sections is similar to what was

observed at 8 TeV. At µ = mH , the NLO cross section is larger than the LO cross section by

43% and the NNLO cross section exceeds the NLO cross section by 18%. In Fig. 8 we display

results for cross sections as a function of the jet transverse momentum cut and exclusive

jet cross sections at di↵erent orders in perturbation theory. The behavior of the exclusive

one-jet cross section at 13 TeV is slightly worse than at 8 TeV. We attribute this to a too

small scale variation at NLO, which leads to the NNLO result for the one-jet cross section

being outside of the NLO scale variation band.

Selection criteria for the Higgs signal inH ! W+W� as well as analysis of anomalous cou-

plings in this process rely on kinematic distributions of charged leptons. A good understand-

ing of these distributions is therefore important. In Fig. 9 we show the transverse momentum

distribution of a positively charged lepton in pp ! H+j ! W+W�+j ! e+µ�⌫⌫̄+j at the

13



Further applications: Jet Veto analysis
Higgs production in association with jets

jetsN
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Table 8: Selection table for Njet = 0 in 8 TeV data. The observed (Nobs) and expected (Nexp) yields for

the signal (Nsig) and background (Nbkg) processes are shown for the (a) eµ+ µe and (b) ee+ µµ chan-

nels. The composition of Nbkg is given on the right. The requirements are imposed sequentially from

top to bottom. Energies, masses, and momenta are in units of GeV. All uncertainties are statistical.

(a) eµ+ µe channel

Selection Nobs Nbkg Nsig

Njet = 0 9024 9000± 40 172± 2
|∆φℓℓ,MET |> π2 8100 8120± 40 170± 2
pℓℓ
T
> 30 5497 5490± 30 156± 2

mℓℓ < 50 1453 1310± 10 124± 1
|∆φℓℓ |< 1.8 1399 1240± 10 119± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

4900± 20 370± 10 510± 10 310± 10 2440± 30 470± 10
4840± 20 360± 10 490± 10 310± 10 1690± 30 440± 10
4050± 20 290± 10 450± 10 280± 10 100± 10 320± 5
960± 10 110± 6 69± 3 46± 3 18± 7 100± 2
930± 10 107± 6 67± 3 44± 3 13± 7 88± 2

(b) ee+ µµ channel

Selection Nobs Nbkg Nsig

Njet = 0 16446 15600± 200 104± 1
|∆φℓℓ,MET |> π2 13697 12970± 140 103± 1
pℓℓ
T
> 30 5670 5650± 70 99± 1

mℓℓ < 50 2314 2390± 20 84± 1
pmiss
T,rel
> 45 1032 993± 10 63± 1

|∆φℓℓ |< 1.8 1026 983± 10 63± 1
frecoil < 0.05 671 647± 7 42± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

2440± 10 190± 5 280± 6 175± 6 12300± 160 170± 10
2430± 10 190± 5 280± 6 174± 6 9740± 140 160± 10
2300± 10 170± 5 260± 6 167± 5 2610± 70 134± 4
760± 10 64± 3 53± 3 42± 3 1410± 20 62± 3
650± 10 42± 2 47± 3 39± 3 200± 5 19± 2
640± 10 41± 2 46± 3 39± 3 195± 5 18± 2
520± 10 30± 2 19± 2 22± 2 49± 3 12± 1

Table 9: Selection table for Njet = 1 in 8 TeV data. More details are given in the caption of Table 8.

(a) eµ+ µe channel

Selection Nobs Nbkg Nsig

Njet = 1 9527 9460± 40 97± 1
Nb-jet = 0 4320 4240± 30 85± 1
Z→ ττ veto 4138 4020± 30 84± 1
mℓℓ < 50 886 830± 10 63± 1
|∆φℓℓ |< 1.8 728 650± 10 59± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

1660± 10 270± 10 4980± 30 1600± 20 760± 20 195± 5
1460± 10 220± 10 1270± 10 460± 10 670± 10 160± 4
1420± 10 220± 10 1220± 10 440± 10 580± 10 155± 4
270± 4 69± 5 216± 6 80± 4 149± 5 46± 2
250± 4 60± 4 204± 6 76± 4 28± 3 34± 2

(b) ee+ µµ channel

Selection Nobs Nbkg Nsig

Njet = 1 8354 8120± 90 54± 1
Nb-jet = 0 5192 4800± 80 48± 1
mℓℓ < 50 1773 1540± 20 38± 1
pmiss
T,rel
> 45 440 420± 10 21± 1

|∆φℓℓ |< 1.8 430 410± 10 20± 1
frecoil < 0.2 346 320± 10 16± 1

NWW NVV Ntt̄ Nt NZ/γ∗ NW+ jets

820± 10 140± 10 2740± 20 890± 10 3470± 80 60± 10
720± 10 120± 10 720± 10 260± 10 2940± 70 40± 10
195± 4 35± 2 166± 5 65± 3 1060± 10 20± 2
148± 3 21± 1 128± 5 52± 3 64± 4 5.1± 0.8
143± 3 20± 1 125± 5 51± 3 63± 4 4.5± 0.7
128± 3 17± 1 97± 4 44± 3 25± 2 3.1± 0.6

7.2 Statistical model and signal extraction

The statistical analysis uses the likelihood function L, the product of Poisson functions for each
signal and control region and Gaussian constraints, where the product is over the decay channels. In

the Poisson term for the signal region µ scales the expected signal yield, with µ = 0 corresponding to

22

Experimental analyses of Higgs decays to W-
bosons splits the Higgs signal according to jet 
multiplicities since systematic uncertainties in 
H+0 jets, H+1 jets and H+2 jets are very 
different.

Signal to background ratios in 
H+1 and H+2 jet bins are small, they are 
roughly 10 percent of the background

The signal significance in H+1jet is smaller, but 
not much smaller, than the significance in H+0 
jets

Thursday, May 2, 13

Experimental analysis for pp → H → WW (similar for ττ) 
binned according to jet multiplicity (different systematics)

Experimentally required to increase 
sensitivity and S/B discrimination



The problem of jet binning: veto log
In general, putting sharp constraints on the phase space (e.g. 
veto emission) leads to logarithmically enhanced contributions

�inc = �0 + �1 + ...

�↵s

⇡
2CA ln2

pt,veto
mH

+
↵s

⇡
2CA ln2

pt,veto
mH

•For pt,veto = 30 GeV: ~40% effect, on top of already large 
perturbative corrections

•Can spoil perturbative convergence, and give rise to spurious 
cancellations (→ accidentally small scale variation uncertainties)



Resummation at NNLO+NNLL
Resummation program in good shape 
[Banfi et al, Stewart, Tackmann et al (2013); Liu, Petriello (2013); 
Boughezal et al (2014); Becher et al (2014)]
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ϵ(7 TeV) σ(7 TeV)
0-jet ϵ(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.

•Logs under control
•Still large uncertainties, driven by fixed 

order (large pt). Potentially large h.o.
•pt ~ 40 GeV: onset of perturbative 

breakdown



Jet veto: N3LO+NNLL

�inc = �0 + �1 + ...

Fully inclusive N3LO 
cross-section

Fully differential 
NNLO H+J

•Combining inclusive N3LO results for the total cross 
section and the NNLO H+J computation described 
above allows to compute σ0 at O(αs5), i.e. N3LO

•Can be matched to resummation to study jet veto 
physics to a new level of accuracy

•Allow for reliable error estimates for vetoed cross-
sections and efficiencies (ε=σ0/σinc)

[Banfi, FC, Dreyer, Monni, Salam, Zanderighi and Dulat (2015)] 
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• Reduction of the uncertainty consistent with the shift in the central value 
going from NNLO to N3LO 

!
• Resummation effects moderate above 20 GeV (estimating potential size of yet 

h.o. corrections)

N3LO+NNLL JVE

18

• Reduction of the uncertainty consistent with the shift in the central value 
going from NNLO to N3LO 

!
• Resummation effects moderate above 20 GeV (estimating potential size of yet 

h.o. corrections)

N3LO+NNLL JVE

Jet veto at N3LO+NNLL: results
[Banfi, FC, Dreyer, Monni, Salam, Zanderighi and Dulat (2015)] 

•Corrections moderate (previous uncertainty estimates over-
conservative)

•No breakdown of perturbation theory for pt > 20 GeV
•Fixed (high) order properly captures the logs at the 1-2% level



Jet veto: detailed analysis
[Banfi, FC, Dreyer, Monni, Salam, Zanderighi and Dulat (2015)] 

At the percent-level, one can imagine several contributions 
becoming relevant:

•Finite top/bottom mass effects → consider different 
prescriptions for their all-order behavior and compare

•Parton recombination and clustering: logR-enhanced terms 
appear → resum them [Dasgupta, Dreyer, Salam, Soyez (2014)] 

Jet radius logarithms
• Jet radius dependence in jet’s pt resummation enters at NNLL through the contributions 

describing the clustering (declustering) of an independent (correlated) pair of emissions 
!
!
!
!
!
!
!
!
!

• Small values of R lead to large collinear logarithms which could spoil the resummation 
accuracy already at NLL, and should be resummed 
!

• Resummation of jet-radius leading logarithms can be performed by replacing the 
correlated contribution                   with the all-order result 

19

Fcorrel(R)

LL approximation for the first logarithmic 
moment of the momentum fraction carried 
by the hardest small-R jet arising from the 

fragmentation of a gluon
Initial value of the jet radius in the evolution 

(i.e. resummation scale for jet-radius 
logarithms). Conventionally set to one

[Dasgupta, Dreyer, Salam, Soyez 1411.5182]

[Tackmann, Walsh, Zuberi 1206.4312]



Jet veto: full results at N3LO+NNLL+LLX
[Banfi, FC, Dreyer, Monni, Salam, Zanderighi and Dulat (2015)] 

Predictions at LHC13

• 0-jet cross section with                     

25

µR = µF = mH/2

• Moderate increase in the 0-jet cross section (~2%) w.r.t. NNLO+NNLL - 
significant reduction of the theory uncertainty

Predictions at LHC13

• 0-jet cross section with                     

25

µR = µF = mH/2

• Moderate increase in the 0-jet cross section (~2%) w.r.t. NNLO+NNLL - 
significant reduction of the theory uncertainty

•Very small corrections, (conservative) uncertainty at the 4% level
•All logs effects properly described by fixed order, small impact of 

resummation, no breakdown of perturbation theory
•FIXED ORDER RELIABLE → FIDUCIAL REGION



One last application of H+J: 
Higgs pt spectrum at NNLO (for real)+NNLL

[Monni, Re, Torrielli (2016). In `usual’ name coding: N3LO+NNLL] 4
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FIG. 1. Comparison of the Higgs pH

t
NNLL+NLO prediction as

obtained in this letter (red) to HqT (green). For reference, the pre-
dictions obtained with MiNLO at NLO (orange), and FxFx (blue)
are shown. Lower panel: ratio of the various distributions, nor-
malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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FIG. 2. Higgs pH

t
at NNLL+NNLO (red), NNLL+NLO (green),

and NNLO (blue). Lower panel: ratio of the three predictions to
the NNLL+NNLO one.

µR = µF = mH, and Q = mH/2. The perturbative un-
certainty for all predictions is estimated by varying both
µR and µF by a factor of two in either direction while
keeping 1/2 ≤ µR/µF ≤ 2. Moreover, for central µR and
µF scales we vary the resummation scale Q by a factor of
two in either direction.
To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH

t
values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.

We are very grateful to F. Caola for providing us with
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malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH
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values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
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tion obtained with the NLO version of POWHEG+MiNLO
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event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
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order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH
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in the perturbative uncertainty, to the ±10%-level in
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t range. The impact of resummation
on the fixed order becomes increasingly important for
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t ! 40GeV, reaching about 25% at pH
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In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
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•Significant reduction of uncertainties
•No clear breakdown of p.t. to very low pt

•EFFECT OF NNLL AT PT = 15 GEV: 25%. NO EFFECTS FOR PT > 40 GEV



Looking closer at small effects: 
Higgs in the off-shell  
region and gg→VV



The off-shell Higgs
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Figure 15. MZZ distributions for gg → H → ZZ → ℓℓ̄νℓν̄ℓ for MH = 125GeV. Applied cuts:
pT ℓ > 20GeV, |ηℓ| < 2.5, 76GeV < Mℓℓ < 106GeV, p/T > 10GeV. Other details as in Fig. 4.

gg (→ H) → ZZ → ℓℓ̄νℓν̄ℓ

σ [fb], pp,
√
s = 8TeV, MH = 125GeV ZWA interference

MT cut HZWA Hoffshell cont |Hofs+cont|2 R0 R1 R2

none 0.1593(2) 0.2571(2) 1.5631(7) 1.6376(9) 0.6196(7) 0.8997(6) 0.290(5)

MT1 < MH 0.1593(2) 0.1625(2) 0.4197(5) 0.5663(6) 0.980(2) 0.973(2) 0.902(5)

Table 6. Cross sections for gg (→ H) → ZZ → ℓℓ̄νℓν̄ℓ for MH = 125GeV without and with
transverse mass cut. Applied cuts: pT ℓ > 20GeV, |ηℓ| < 2.5, 76GeV < Mℓℓ < 106GeV, p/T >
10GeV. Other details as in Table 3.

4 Conclusions

In the Higgs search at the LHC, a light Higgs boson is not excluded by experimental data.

In the mass range 115GeV ! MH ! 130GeV, one has ΓH/MH < 10−4 for the SM Higgs

boson. We have shown for inclusive cross sections and cross sections with experimental

selection cuts that the ZWA is in general not adequate and the error estimate O(ΓH/MH)

is not reliable for a light Higgs boson. The inclusion of off-shell contributions is essential

to obtain an accurate Higgs signal normalisation at the 1% precision level. We have traced

this back to the dependence of the decay (and to a lesser degree production) matrix element

on the Higgs virtuality q2. For the H → WW,ZZ decay modes we find that above the

weak-boson pair production threshold the (q2)2 dependence of the decay matrix element

compensates the q2-dependence of the Higgs propagator, which results in a significantly

enhanced off-shell cross section in comparison to the ZWA cross section, when this phase

– 18 –

[Kauer, Passarino (2012)]

Despite being a narrow resonance, in the H→VV channels 
the SM Higgs develops a sizable high-invariant mass tail 

(enhanced decay to real longitudinal W/Z)

⇠ M3
V V
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WL, ZL



The off-shell Higgs
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Contrary to the peak region, in the off-shell tail the (SM) cross-
section only depends on the couplings, and not on the width

When combined with standard measurements, off-shell region 
helps in decorrelating couplings/width, thus giving additional 

information on them [FC, Melnikov (2013)]



Example: constraints on the Higgs width

5

As an illustration, Fig. 3(left) presents the 4` invariant mass distribution for the off-shell signal
region (m4` > 220 GeV) and for Dgg > 0.65. The expected contributions from the qq ! 4`
and reducible backgrounds, as well as for the total gluon fusion (gg) and vector boson fu-
sion (VV) contributions, including the Higgs boson signal, are shown. The distribution of the
likelihood discriminant Dgg for m4` > 330 GeV is shown in Fig. 3(right), together with the ex-
pected contributions from the SM. The expected m4` and Dgg distributions for the sum of all
the processes, with a Higgs boson width GH = 10 ⇥ GSM

H and a relative cross section with re-
spect to the SM cross section equal to unity in both gluon fusion and VBF production modes
(µ = µggH = µVBF = 1), are also shown. The expected and observed event yields in the off-shell
gg-enriched region defined by m4` � 330 GeV and Dgg > 0.65 are reported in Table 1.
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Figure 3: Distributions of (left) the four-lepton invariant mass after a selection requirement on
the MELA likelihood discriminant Dgg > 0.65, and (right) the Dgg likelihood discriminant for
m4` > 330 GeV in the 4` channel. Points represent the data, filled histograms the expected
contributions from the reducible (Z+X) and qq backgrounds, and from the gluon fusion (gg)
and vector boson fusion (VV) SM processes (including the Higgs boson mediated contribu-
tions). The dashed line corresponds to the total expected yield for a Higgs boson width of
GH = 10 ⇥ GSM

H . The parameters are set to µ = µggH = µVBF = 1. In the left plot the bin size
varies from 20 to 85 GeV and the last bin includes all entries with masses above 800 GeV.

The 2`2n analysis is performed on the 8 TeV data set only. The final state in the 2`2n channel
is characterized by two oppositely-charged leptons of the same flavour compatible with a Z
boson, together with a large Emiss

T from the undetectable neutrinos. We require Emiss
T > 80 GeV.

The event selection and background estimation is performed as described in Ref. [16], with the
exception that the jet categories defined in Ref. [16] are here grouped into a single category, i.e.
the analysis is performed in an inclusive way. The mT distribution in the off-shell signal region
(mT > 180 GeV) is shown in Fig. 4. The expected and observed event yields in a gg-enriched
region defined by mT > 350 GeV and Emiss

T > 100 GeV are reported in Table 1.

Systematic uncertainties comprise experimental uncertainties on the signal efficiency and back-
ground yield evaluation, as well as uncertainties on the signal and background from theoreti-
cal predictions. Since the measurement is performed in wide mZZ regions, there are sources of
systematic uncertainties that only affect the total normalization and others that affect both the
normalization and the shape of the observables used in this analysis. In the 4` final state, all the
systematic uncertainties on the signal and background normalization are partially correlated

Observed Median expected
RB

H∗ 0.5 1.0 2.0 0.5 1.0 2.0

cut-based 10.8 12.2 14.9 13.6 15.6 19.9
ME-based discriminant analysis 6.1 7.2 9.9 8.7 10.2 14.0

Table 3: The observed and expected 95% CL upper limits on µoff-shell in the cut-based and the ME-based
discriminant analyses in the 4ℓ channel, within the range of 0.5 < RB

H∗ < 2. The bold numbers correspond
to the limit assuming RB

H∗ = 1. The upper limits are evaluated using the CLs method, with the alternative
hypothesis RB

H∗ = 1 and µoff-shell = 1.
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Figure 6: Scan of the negative log-likelihood, −2 lnΛ, as a function of µoff-shell in the ZZ → 4ℓ channel
in the ME-based discriminant analysis. The black solid (dashed) line represents the observed (expected)
value including all systematic uncertainty, while the red dotted line is for the expected value without
systematic uncertainties. A relative gg→ ZZ background K-factor of RB

H∗=1 is assumed.
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ΓHCMS ≤ 22 MeV ΓHATLAS ≤ 20-32 MeV

To be compared with the ultimate LHC reach for 
the direct measurement ΓHdirect ~ 1 GeV 

(although indirect constraints → some model dependence)



4l production at the LHC
To fully profit from off-shell measurements: GOOD CONTROL ON PP→4L

FIG. 4: Overall picture at 8 TeV, (colour online). In this and the following figure the CMS cuts described
in the text have been imposed, but the constraint m4ℓ > 100 GeV has been removed to extend the range of
the plot.

m4ℓ < 130 GeV m4ℓ > 130 GeV m4ℓ > 300 GeV
Energy σH

peak σH
off σI

off σqg,int
off σH

off σI
off σqg,int

off

7 TeV 0.203 0.044 -0.086 0.0091 0.034 -0.050 0.0023
8 TeV 0.255 0.061 -0.118 0.011 0.049 -0.071 0.0029

TABLE III: Fiducial cross sections for pp → H → ZZ → e−e+µ−µ+ in fb. All cross-sections are computed
with leading order MSTW 2008 parton distribution functions [38] and renormalization and factorization
scales set equal to mH/2.

of the gg interference contribution, despite using what we believe to be identical input parameters.
The results of ref. [8] were obtained using the code gg2VV [9].

We believe that the cause of the discrepancy is a cut of pZT > 7 GeV imposed in the double
precision version of gg2VV for the continuum process, but not on the Higgs signal process. The
interference contribution is obtained by forming the combination (c.f. Eq. (38)),

σI = |MH +MC |2 − |MC |2 − |MH |2 . (39)

The pT cut is performed on the first two terms on the right hand side of Eq. (39) but not on the
third. The cut on the amplitudes that involve the continuum background in the gg2VV code is
presumably performed for reasons of numerical stability.

We shall now discuss the treatment of the region of low pT of the Z-boson in our code, and
illustrate the importance of low pT . In Fig. 7 we first demonstrate the impact of the spurious 1/pT
singularities that appear in the amplitudes. The figures show the calculation of the gg → ZZ cross

13

[MCFM]

Large qq background
•recently computed at 

NNLO

Tricky gg background
•non trivial signal/ 

background 
interference patterns

•gluon-induced → large 
corrections

•only known at LO 
until very recentlyTo improve width/coupling 

constraints by a factor of 2:
qq within 10%, gg within 50%



gg→4l background and interference at NLO

NLO

•Loop induced → NLO involves complicated two-loop 
amplitudes

•Light quark contribution → cannot integrate them out

•At high invariant mass → top effects non negligible

•In general, expect significant top effects for the interference 
also at small invariant mass (Higgs select transverse 
polarizations which strongly couple to the top)



The problem of (two) loop amplitudes

•As a rule of thumb, complexity of multi-loop amplitudes 
grows very rapidly

•as we move away from the massless limit

•as we increase the number of scales of the process

•Here: 4 scales (s,t,mee,mμμ) → several orders of magnitude 
more complicated than di-jet, H+j,…

•With internal top masses: prohibitively complicated



The problem of (two) loop amplitudes

•Combining traditional techniques with new ideas inspired by 
more formal 𝒩= 4 SYM studies, powerful new methods 
allowed to obtain amplitudes for massless quarks
[FC, Henn, Melnikov, Smirnov, Smirnov (2015); Tancredi, v. Manteuffel, Gehrmann 
(2015); Tancredi, v. Manteuffel (2015); FC, Melnikov, Röntsch, Tancredi (2015)]

•For massive quarks: expand in the top mass below threshold 
(~ higher dim operators) [FC, Dowling, Melnikov, Röntsch, Tancredi (2016)]

•Results above top threshold still missing (although some 
approximations available [Campbell, Ellis, Czakon, Kirchner (2016)])

•Full result could be obtained via brute force numerical methods?



gg→4l: NLO results
[FC, Dowling, Melnikov, Röntsch, Tancredi (May 2016)]
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Figure 6: Four-lepton invariant mass distributions in gg ! ZZ processes at the 13 TeV LHC.

The full result is shown as well as contributions of signal, background and interference separately.

LO results are shown in yellow, NLO results are shown in blue, and scale variation is shown for

m4`/4 < µ < m4` with a central scale µ = m4`/2. The lower pane shows the K-factors.

the background distributions are relatively flat, with a slight increase with m4`. The situation

with the interference is different. In this case, the K-factor around the 2mZ threshold is

large, Kintf ⇡ 2.5 for m4`
<⇠ 2mZ . As the invariant mass increases, the interference K-factor

decreases rapidly and flattens out, reaching the value Kintf ⇡ 1.5 at m4` = 2mt. Hence, at

around m4` ⇠ 2mt, values of the interference, signal and background K-factors become very

similar and, practically, independent of the value of the invariant mass m4`. Thus, we find

that the impact of NLO QCD corrections on the interference K-factor can be approximated

by the geometric mean of the signal and the background K-factors when the interference is

integrated over the full kinematic range of four-lepton masses, as well as at higher values of

the invariant masses where Ksignal ⇡ Kbkgd ⇡ Kintf . However, this is not the case close to

2mZ threshold, where the behavior of the interference K-factor is different from either the

signal or background K-factors.

14

bkgd, 13 TeV

d
�
/
d
m

4
`
[
f
b
/
1
0
G
e
V
]

LO
NLO

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

m4` [GeV]

1

1.5

160 180 200 220 240 260 280 300 320

Figure 6: Four-lepton invariant mass distributions in gg ! ZZ processes at the 13 TeV LHC.

The full result is shown as well as contributions of signal, background and interference separately.
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with the interference is different. In this case, the K-factor around the 2mZ threshold is
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around m4` ⇠ 2mt, values of the interference, signal and background K-factors become very

similar and, practically, independent of the value of the invariant mass m4`. Thus, we find
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with the interference is different. In this case, the K-factor around the 2mZ threshold is

large, Kintf ⇡ 2.5 for m4`
<⇠ 2mZ . As the invariant mass increases, the interference K-factor

decreases rapidly and flattens out, reaching the value Kintf ⇡ 1.5 at m4` = 2mt. Hence, at

around m4` ⇠ 2mt, values of the interference, signal and background K-factors become very

similar and, practically, independent of the value of the invariant mass m4`. Thus, we find

that the impact of NLO QCD corrections on the interference K-factor can be approximated

by the geometric mean of the signal and the background K-factors when the interference is

integrated over the full kinematic range of four-lepton masses, as well as at higher values of

the invariant masses where Ksignal ⇡ Kbkgd ⇡ Kintf . However, this is not the case close to

2mZ threshold, where the behavior of the interference K-factor is different from either the

signal or background K-factors.
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gg→H→4l

gg→ 4l

int

•RESULT VALIDATES Ksig ~ Kbck ~ Kint  

[Bonvini, FC, Forte, Melnikov, Ridolfi (2013)]

•Kint ~ Ksig seem to persist also at high 
m4l ([Campbell et al] approximation) 

•Interestingly, non trivial Kint the Z 
threshold. Negligible overall effect



One step closer to reality: PS matching
[Alioli, FC, Luisoni, Röntsch et al, work in progress]

m4l

100 200 300 400

Powheg + Pythia8, background only

Z off-shelness and Zγ* 

interference fully taken 
into account Pr
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Conclusions
•No obvious new physics at the LHC and SM-like EWSB 

sector calls for precise scrutiny of SM predictions, hoping to 
spot deviations pointing to new physics 

•New level of accuracy is needed. Sophisticated predictions, 
which required very interesting conceptual advancement in 
QCD (soft/collinear singularities and fully exclusive NNLO, 
new ideas for multi-loop amplitudes)

•The processes I discussed today are only examples. Many 
precise predictions became available (top, V+J, VV, ~di-jet…)

•Despite lot of progress, still a lot is missing. IDEALLY: 
precision for a large class of processes / observables. This 
way: cross-correlate → find (and interpret) tensions

•The remarkable success of the experimental program at the 
LHC keeps providing exciting motivation for pursue these 
investigations. WE LOOK FORWARD FOR RUN II



Thank you for  
your attention!


