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Computing platforms for future experiments 

2016-05-10 Tomoaki Nakamura, KEK-CRC 2

Supporting a lot of ongoing/future experiments.

J-PARC

SuperKEKB/Belle II

KEK-CRCCC-IN2P3

ILC

T2K



Computing infrastructure
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The new KEKCC has already been in production mode since the last September.

• CC-IN2P3
System upgrade and resource enhancement are 
made gradually, year-by-year.

• KEK-CRC
System duration is 4~5 years. 
Replace whole HW components at once.

• Exchange of experience is quite essential! 
Type of CPUs, Storage system, Tape archiving system.

Upgrade of CC-IN2P3 in 2017



Effective use of storage system
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All data was not in the disk cache at the beginning of new system of KEK-CRC.
Spikes indicate manual staging (10K files/min.) But sometime, the staging performance was degraded.

CC-IN2P3 KEK-CRC



Tape request scheduling, TReqS
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• Confliction between manual staging by administrator for high priority data and pileup of user request.
• It will be an issue again at the next system migration (3~4 years later) at KEK-CRC.
Solutions?: e.g. Tape-by-tape queuing and/or Periodical shuffling of queue by tape order in real-time
• CC-IN2P3 already has one of the solutions: Tape Request Scheduler (TReqS).
• It is quite attractive, KEK-CRC started the study of its applicability.

TReqS at CC-IN2P3

CC-IN2P3 and KEK-CRC has the same 
hieratical tape archive system (HPSS).



Long range network monitoring
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• Connectivity of the international 
network is one of the most 
important component for the data 
and resource sharing.

• The bandwidth has been increased 
beyond the 10 Gbps order.

Is it sufficient? The answer is No.
• Need to optimize many parameters.
• CC-IN2P3 and KEK-CRC has already 

started the performance monitoring 
for the long range network by using 
10G perfSONAR.

• CC-IN2P3 developed the new tools 
to check the applicability of the 
standard protocols i.e. HTTP and TLS 
instead of the conventional GridFTP.

• We will start the performance 
measurement for the long distance. 

←                                                     1 week                                                     →

Measurement between CC-IN2P3 and KEK-CRC with 10 Gbps NIC



Private cloud deployment with OpenStack
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IBM Cloud Manager with OpenStack

Deployment schedule in 2017
Feb.: Evaluation
Mar. - May.: Quality Assurance
Jun. - Jul.: Define workflow 
~Aug.: Start testing by group 

manager and end user

OpenStack is a cloud operating system that controls large pools of compute, 
storage, and networking resources throughout a datacenter. It consists of 
many open source software and tools.

CC-IN2P3 KEK-CRC



System monitoring, Kibana and Elasticsearch
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Developed at CC-IN2P3

Authentication module for each users/groups

Developed at KEK-CRC

Combination of Kibana and Elasticsearch became 
the standard solution for system monitoring.



Study on GPU cluster, usability and performance

2016-05-10 Tomoaki Nakamura, KEK-CRC 9

Joint with TYL-FJPPL: APP_01
Development of application software. 

Service in production at CC-IN2P3 Under development at KEK-CRC

The performance of individual CPU core is 
saturated (clock frequency is not increased).
Effective use of GPU is one of the candidates to 
increase the computing performance per cost 
for the next generation experiments. 



Annual meetings
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2015: 23 talks
https://indico.in2p3.fr/event/11289/

2016: 12 talks + hands on + discussion
https://indico.in2p3.fr/event/12701/

2017: 18 talks + discussion
https://indico.in2p3.fr/event/14157/

• Information exchange.
• Share experience.
• Common interest for 

both centers.
• Determine the specific 

subjects to collaborate.

https://indico.in2p3.fr/event/11289/
https://indico.in2p3.fr/event/12701/
https://indico.in2p3.fr/event/14157/


HEPiX Fall 2017 Workshop
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http://hepix-fall-2017.kek.jp/

• Major conference among the IT 
division in HEP laboratories.

• Next conference will be held at 
KEK in Oct. 2017.

• Report progress covered by this 
collaborations as much as possible.

http://hepix-fall-2017.kek.jp/


Summary
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A lot of items on the novel computing technology for the current/future 
experiments are actively developed and deployed at both computing centers, 
CC-IN2P3 and KEK-CRC.

We work together on the common subjects and refer to each other by the 
technical interchange in the framework of TYL-FJPPL COMP_03 project.

Continuous collaboration is necessary for the further challenges!
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