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Combustion is based on multi-physics process that interact in a chamber

Reactive  
mixture

Turbulent combustion is an unsteady process  
that generate interactions between  

velocity, pressure and temperature,  
in strong interactions with the boundaries of the system.



Combustion is based on multi-physics process that interact in a chamber

Most of the time, combustion chambers are instable and  
we try to minimize the amplitude of the limit cycle.
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Pressure Record for a TPressure Record for a T--BurnerBurner
(Horton and Price 1962)(Horton and Price 1962)

Limit cycle

Small perturbation

Amplitude growth

Pressure signal in a burner 
(Horton & Price, 1962)



Le bruit indirect de combustion comme autre source de bruit.
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Mastering of the pressure perturbations in the surrounding of the chamber is  
one the challenges in combustion



diffusion flame

premixed flame

Strahle et al., (1975) AIAA Paper 75-127

Typical sound pressure level spectra in the far field of 
unconfined, turbulent, premixed and diffusion flames.    
AIAA paper No.73-1023, Oct.1973

+30 dB
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Noise depends on the operating conditions.



LACOM Bench at ONERA test the influence of outlet conditions on the pressure field.



Couplings

Pressure field perturbations are due to numerous 
couplings that need intense data processing to 
understand

Candel, 2002



The importance of data decomposition to characterize couplings. 

These amplitudes depend on  
- the acoustic sources (jet, combustion, vortex, shear layer…),  
- the damping mechanisms (acoustic impedance, damping, turbulence), 
- and propagation medium (upstream in fresh gases, downstream in burnt gases…)
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Pressure Record for a TPressure Record for a T--BurnerBurner
(Horton and Price 1962)(Horton and Price 1962)

The challenge is to keep pressure 
amplitudes in a safe domain. 

Understand the transient and limit 
phases. 

Data decomposition helps in separating time and space scales.
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Pressure inside the engine has a broadband frequency content.
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Even if the flow field is non-linear, matrix A will provide a lin- 

ear tangent approximation of the dynamic characteristics of the 
flow. The objective is now to extract its eigenvalues and eigenvec- 
tors which, will be the DMD eigenvalues and the DMD modes of 
the flow. Combining both expressions in matrix form we can write 
that: 
V N 2 = AV N−1 

1 (5) 
Where V N 2 contains snapshots 2 to N and V N−1 

1 contains snap- 
shots 1 to N − 1 . As M for CFD simulations is usually in the or- 
der of 10 6 and N must comprise a sensible amount of time steps 
in order to ensure that the dynamic characteristics are well cap- 
tured, directly performing the eigendecomposition of A is usually 
too computationally expensive. 

In order to overcome this problem different strategies exist, 
such as reformulating (5) into a companion matrix that can be 
solved through a QR decomposition [20,27,41] . A more numerically 
stable method however is to make use again of the Singular Value 
Decomposition (SVD) [19,28,29,42] to obtain V N−1 

1 = U!W T . Then, 
Eq. (5) becomes: 
V N 2 = AU!W T (6) 

From this expression it is now possible to manipulate the terms 
that are already known in order to define a new matrix ̃  S , which 
will be thus related to A in the following way: 
˜ S ! U T V N 2 W!−1 = U T AU (7) 

It can be seen that this relationship between ̃  S and A matches 
the definition of matrix similarity . Thus, ̃  S is similar to A and as a 
consequence their eigenvalues λi are the same, with the advantage 
that ̃  S is of reduced size and easier to solve. The DMD modes "i 
can finally be calculated from the eigenvectors y i of ̃  S as: 
"i = U y i (8) 

The frequency associated with each spatial mode can be recov- 
ered by evaluating the imaginary part of each complex eigenvalue, 
and taking into account the time step #t between snapshots: 
f i = ω i 

2 π = ℑ{ ln (λi ) } 
2 π#t (9) 

As for ranking the contribution of each mode to the total flow 
field, several approaches can be followed. Since many eigendecom- 
position routines normalize the eigenvectors [48] , simply comput- 
ing their ℓ 2 norm is not always reliable. 

The energy of the modes can be recovered by solving a linear 
system in which the DMD-reconstructed field multiplied by un- 
known amplitudes is compared against a selected snapshot [48] . 
It is also possible to optimize these amplitudes to promote a more 
sparse reconstruction of the field with fewer modes [28] . 

Another ranking metric was considered by Schmid [19] in his 
original DMD formulation, based on the computation of the modes’ 
coherence in time. This can be done by first calculating matrix G 
[49] : 
G = V N−1 

1 !−1 Y (10) 
Where Y is the matrix that gathers the eigenmodes y i of ̃  S . Then 

for each column g i of G , the coherence E i of each DMD mode "i 
can be obtained as the inverse of its norm: 
E i = || g i || −1 (11) 

A disadvantage of this solution for ranking the modes is that 
the true magnitudes of the vectors for flow reconstruction pur- 
poses remain unknown. If flow reconstruction is desired, for in- 
stance aiming to simplify the application of the Ffowcs Williams–
Hawkings acoustical propagation procedure [50] as done by Dahan 
et al. [47] , solving the amplitudes in a reference snapshot as done 
by the dymode code [48] or the use of the sparsity-promoting pro- 
cedure by Jovanovi ́c et al. [28] are recommended instead. 

3. Numerical model 
Since an inherent goal of this research is to contribute to com- 

bustion noise fundamental knowledge, the modelled engine was 
conscientiously selected for dealing with current design tendencies 
of the automotive industry for compression-ignited engines. The 
selected engine is a downsized high speed direct injection (HSDI) 
engine equipped with a common rail system and a turbocharger. 
The geometry of the pipes and combustion chamber used in this 
work and shown in Fig. 1 was created by reverse-engineering the 
actual parts. 

The numerical model of one cylinder of the engine, including 
intake and exhaust pipes, was build in the commercial CFD plat- 
form CONVERGE. The three-dimensional domain was discretized in 
structured mesh of hexahedrons with a cell size of 3 mm. To en- 
sure an accurate prediction of the flow properties, the mesh size 
was reduced in areas where physical and chemical phenomena in- 
crease their complexity by applying a grid scale factor. This param- 
eter changes the base grid size according to: 
L scaled = L base 

2 r (12) 
where r is the scale factor and, L base and L scaled are the base cell 
size and the new grid size, respectively. 

A scale factor of three was applied to the combustion cham- 
ber and ports walls, in the spray zones and in the whole combus- 
tion chamber during the combustion process. These adjustments 

Fig. 1. Computational domain at IVC, including the intake and exhaust pipes and 
valves, cylinder walls and the combustion chamber on top of the piston. Details of 
the mesh sizing and its refinements at different zones are also provided. 
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Fig. 2. Experimental validation of the numerical model in terms of in-cylinder pres- 
sure and rate of heat release (top) and frequency content of the pressure signal 
(bottom). 
components of the Navier–Stokes equations are neglected, the 
macroscopic oscillations of the pressure waves due to the autoigni- 
tion of the premixed fuel-air blend are still successfully repro- 
duced. 

In contrast, in spark-ignition (SI) engines the pressure oscilla- 
tions are caused by the propagating flame front which is a process 
heavily dependent on an accurate resolution of the local turbulent 
features. Hence, in simulations of SI combustion ICEs more realistic 
turbulent models such as Large Eddy Simulation (LES) are typically 
used [69–71] , since the local fluctuating components are kept up 
to a certain scale. 
3.2. Data preparation 

Results from the simulation were exported by means of a cus- 
tom UDF (user defined function). After each simulated time step 
converged, pressure data was saved to a text file, each row contain- 
ing cell centroid coordinates x, y and z and corresponding pressure 
p . 

However, it must be taken into account that modern CFD codes 
sometimes have the ability of automatically refining or coarsening 
the mesh as the simulation advances, in order to optimize solving 
time. Cells are also dynamically created and destroyed as the cylin- 
der moves. As a consequence, cells are not necessarily preserved 
across snapshots. 

It was thus necessary to perform a preliminary postprocess- 
ing step in order to obtain coherent pressure records. A reference 
snapshot was first chosen, and then a subset of 10 5 random cells 
was selected from it in order to speed computations while still en- 
suring a good spatial resolution. 

Fig. 3. Simplified example of the maximum allowable centroid distance during the 
cell search process, for the case of r = 2 in 2D. Extension to 3D cubic cells is 
straightforward. 

The rest of the snapshot files were then scanned to find the 
best match for the selected reference cells. Given each snapshot i , 
this best match for each reference cell j was determined by calcu- 
lating 3 the squared Euclidean distance between the reference cell 
and the entire set of cells of the snapshot: 
d 2 i, j = (X i − x ref 

j )2 + (Y i − y ref 
j )2 + (Z i − z ref 

j )2 
(13) 

In the next step, min (d 2 
i, j ) is evaluated. If min (d 2 

i, j ) = 0 , at posi- 
tion k , a cell exists in snapshot i that exactly matches the reference 
cell j , and thus its pressure value p k is added to the global snap- 
shot matrix, V ( j, i ) = p k . 

However, it could happen that min (d 2 
i, j ) > 0 , this is, that no ex- 

act cell match is found for the previously mentioned reasons of 
mesh refinement or coarsening and of piston displacement. In or- 
der to differentiate between both issues, a maximum cell centroid 
displacement d c,max due to refinement and coarsening can be cal- 
culated taking into account CONVERGE input parameters L and r : 
d c,max = 

√ 
3 ( L 

2 − L 
2 r+1 )2 

(14) 
The derivation of this expression is exemplified in Fig. 3 . If 

min (d 2 
i, j ) ≤ d c,max , at position k , then cell k is related to reference 

cell j through a mesh refinement or coarsening process and its 
pressure value p k is again stored at V ( j, i ). 

If however min (d 2 
i, j ) > d c,max , it can be concluded that the posi- 

tion of reference cell j has been blocked by the piston in snapshot 
i , and thus the pressure record at that location cannot be used. A 
NaN value is then stored in V ( j, i ). 

Finally, rows of V containing NaNs are culled, thereby obtain- 
ing an snapshot matrix V of continuous pressure records at ap- 
proximately constant spatial positions, suitable to apply the dis- 
cussed postprocessing techniques. As CONVERGE may sometimes 
introduce NaNs as well, this step ensures that the data is valid for 
further postprocessing. 

It should also be mentioned that if the simulation was carried 
out with a variable time step to optimize the computation speed, 
an additional interpolating step must be then performed in each 
row of V to obtain snapshots that are equally sampled in time. 
4. Postprocessing, results and discussion 

In this section, the postprocessing techniques outlined in 
Section 2 are applied to the results of the combustion simulation, 
already prepared into an snapshot matrix V of coherent pressure 
information. 

3 The authors noticed that the proposed vector approach appeared to be at least 
an order of magnitude faster than MATLAB’s default function dsearchn(X,XI) . 
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Fig. 4. Fourier analysis of the combustion pressure signal. Pressure spectrum, averaged across all selected cells in the domain, is plotted along its standard deviation (SD). 
Three characteristic “bumps” are identified and marked, accompanied by the spatial distribution of the Fourier transform restricted to each selected frequency range. 
4.1. Fourier analysis 

With the aim of giving a first approach of the unsteady flow 
field responsible for acoustic emissions, a straightforward Fourier 
analysis was performed by following the procedure outlined in 
Section 2 . Resonant modes and their spatial distribution were iden- 
tified through pressure spectra inspection. 

The interest of the analysis is focused on the medium-high 
frequencies, in whose spatial modes particular pressure distribu- 
tions and their acoustic contribution can play an important role. 
Therefore, the homogeneously-distributed, steady pressure evolu- 
tion was subtracted from each cell pressure record in order to fo- 
cus on the unsteady phenomena propagating in the chamber. 

Once this procedure was applied to all rows of V matrix, the 
Fast Fourier Transform was applied to every resulting pressure sig- 
nal at each considered cell. Results are presented in Fig. 4 , in which 
pressure spectra were averaged across all selected cells in the do- 
main and its standard deviation is displayed to denote the spatial 
variation of the pressure oscillations. 

Three distinct “bumps” are noticed and their associated fre- 
quencies can be identified, similar to the work of Torregrosa et al. 
[8] . These allow to obtain the Fourier transform restricted to each 
cell and selected frequency band and, hence, the spatial distribu- 
tion of the resonant modes can be visualized through the volume 
renders displayed in Fig. 4 (top). 

Mode I, located between 5.7–8.5 kHz, is clearly the most rele- 
vant among all the identified ones. The reflection of the pressure 
waves in the transversal direction makes this mode essentially a 
transversal mode with a single node line. Therefore, the higher am- 
plitudes are oppositely localised in the squish zone of the chamber. 

The second and third resonant modes seem to be gathered at 
9.3–10.9 kHz and 18.9–20.1 kHz, respectively. Their amplitude is 
significantly lesser, especially in the case of mode III. The sec- 
ond resonant mode results from interaction among the oscilla- 
tions which are excited in the squish and also inside the bowl. The 

Fig. 5. Pareto chart showing the singular values associated to POD modes !2 –12 
and the accumulated contribution to the remaining energy after !1 is disregarded 
(since it only contains the well-known information of the homogeneous mean pres- 
sure). 
higher amplitudes are established near the cylinder walls as in the 
mode I, but in this case, an additional source of oscillations is lo- 
cated within the bowl. 

In contrast with the previous modes, the highest frequency 
mode oscillations are aligned according the symmetry of the com- 
bustion chamber, showing an annular node region, and its oscilla- 
tion pattern seems to be focused inside the bowl. 
4.2. POD decomposition 

Proper Orthogonal Decomposition was then performed as de- 
scribed in Section 2 . Orthonormal POD modes !i and their corre- 
sponding principal values σ i were obtained, together with tempo- 
ral evolution coefficients a i . 

In order to characterize the relevance of each mode, their con- 
tributions to the total energy of the snapshot matrix are computed 

The signal is not periodic.



A reduced number of POD modes concentrate most of the energy.
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Fig. 4. Fourier analysis of the combustion pressure signal. Pressure spectrum, averaged across all selected cells in the domain, is plotted along its standard deviation (SD). 
Three characteristic “bumps” are identified and marked, accompanied by the spatial distribution of the Fourier transform restricted to each selected frequency range. 
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With the aim of giving a first approach of the unsteady flow 
field responsible for acoustic emissions, a straightforward Fourier 
analysis was performed by following the procedure outlined in 
Section 2 . Resonant modes and their spatial distribution were iden- 
tified through pressure spectra inspection. 

The interest of the analysis is focused on the medium-high 
frequencies, in whose spatial modes particular pressure distribu- 
tions and their acoustic contribution can play an important role. 
Therefore, the homogeneously-distributed, steady pressure evolu- 
tion was subtracted from each cell pressure record in order to fo- 
cus on the unsteady phenomena propagating in the chamber. 

Once this procedure was applied to all rows of V matrix, the 
Fast Fourier Transform was applied to every resulting pressure sig- 
nal at each considered cell. Results are presented in Fig. 4 , in which 
pressure spectra were averaged across all selected cells in the do- 
main and its standard deviation is displayed to denote the spatial 
variation of the pressure oscillations. 

Three distinct “bumps” are noticed and their associated fre- 
quencies can be identified, similar to the work of Torregrosa et al. 
[8] . These allow to obtain the Fourier transform restricted to each 
cell and selected frequency band and, hence, the spatial distribu- 
tion of the resonant modes can be visualized through the volume 
renders displayed in Fig. 4 (top). 

Mode I, located between 5.7–8.5 kHz, is clearly the most rele- 
vant among all the identified ones. The reflection of the pressure 
waves in the transversal direction makes this mode essentially a 
transversal mode with a single node line. Therefore, the higher am- 
plitudes are oppositely localised in the squish zone of the chamber. 

The second and third resonant modes seem to be gathered at 
9.3–10.9 kHz and 18.9–20.1 kHz, respectively. Their amplitude is 
significantly lesser, especially in the case of mode III. The sec- 
ond resonant mode results from interaction among the oscilla- 
tions which are excited in the squish and also inside the bowl. The 

Fig. 5. Pareto chart showing the singular values associated to POD modes !2 –12 
and the accumulated contribution to the remaining energy after !1 is disregarded 
(since it only contains the well-known information of the homogeneous mean pres- 
sure). 
higher amplitudes are established near the cylinder walls as in the 
mode I, but in this case, an additional source of oscillations is lo- 
cated within the bowl. 

In contrast with the previous modes, the highest frequency 
mode oscillations are aligned according the symmetry of the com- 
bustion chamber, showing an annular node region, and its oscilla- 
tion pattern seems to be focused inside the bowl. 
4.2. POD decomposition 

Proper Orthogonal Decomposition was then performed as de- 
scribed in Section 2 . Orthonormal POD modes !i and their corre- 
sponding principal values σ i were obtained, together with tempo- 
ral evolution coefficients a i . 

In order to characterize the relevance of each mode, their con- 
tributions to the total energy of the snapshot matrix are computed 
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Fig. 6. Normalized amplitude of POD modes !1 –12 in the time domain, based on 
normalized time coefficients a i . Ten percent fuel burning times C i for each of the 
three combustions are included for reference. (For interpretation of the references 
to colour in this figure, the reader is referred to the web version of this article.) 
with the help of the principal values. Since the mean pressure evo- 
lution in the chamber is not subtracted, the first spatial mode !1 
is homogeneously distributed through the chamber, with its singu- 
lar value σ 1 representing 97.5% of the matrix energy. 

As in this paper the main interest lies in extracting the un- 
steady behaviour of the combustion itself, rather than that of the 
compression-expansion cycle, the first mode related to the mean 
homogeneous pressure can be disregarded. The remaining energy 
is thus distributed among the subsequent modes as shown in the 
Pareto chart of Fig. 5 . 

It can be seen in this figure that POD modes !2 –12 gather ap- 
proximately 70% of the remaining energy, with 50% being gathered 
just by modes !2 –5 . Although not shown in the graph, 80% of the 
remaining energy is represented by modes !2 –27 and finally modes 
!2 –180 sum up to 99%. The rest of the modes !181 –862 represent 
just 1% of the remaining energy, demonstrating the usefulness of 
POD for dimensionality reduction. 

Besides the scrutiny of the singular values to measure the over- 
all energy contribution of each mode, the information contained 
within the time coefficients a i = σi W T 

i allows the analysis of the 
evolution of each mode in the time and frequency domains. 

In Fig. 6 the normalized time coefficients a i ( t ) of POD modes 
!1 –12 are plotted for each time step of the CFD simulation. Mode 
!1 has been independently scaled with max ( !1 ) to allow its rep- 
resentation along the rest, while each remaining mode !2 –12 has 
been scaled with max (!2 –12 ) in order to preserve the scaling be- 
tween them due to their corresponding singular values σ i . 

It is clear from the figure that, while !1 describes the smooth 
evolution of the mean pressure in the chamber, the rest of the 
modes describe the acoustic instabilities associated to the com- 

Fig. 7. Normalized amplitude of POD modes !1 –12 in the frequency domain, based 
on normalized periodograms of right-singular vectors W T i . Scaling by singular values 
is avoided to allow a better visualization of the spectral content in higher order 
modes. 

bustion process. This is made more evident by Fig. 7 where the 
frequency content associated to each mode is presented. 

Inspecting the time evolution of the POD modes shown in 
Fig. 6 , clear relationships can be found between the inception of 
the modes and the timing of the combustion of the different in- 
jections of the cycle, denoted in the figure by C 1 –3 . These instants 
have been found by calculating the time step at which 10% of the 
fuel of each injection is consumed. 

From the zoomed-in detail view included in the figure, it can be 
easily seen how the onset of modes !2, 3, 5 is coincident with the 
time of C 1 , although the amplitude rise is much more pronounced 
in the dominant mode !2 while in mode !3 the time evolution 
is much more progressive. On the other hand, mode !4 shows lit- 
tle relevance after C 1 , only exhibiting a sudden rise in amplitude 
at the precise time of C 2 . None of these first 12 modes seems to 
be triggered by C 3 , confirming the preponderance of C 1 and C 2 in 
creating the resonant field. 

This coupling between the different burning times and the on- 
set of different POD modes offers valuable insight into the acoustic 
effect of each separate fuel injection into the chamber, which will 
be useful when combined with the analysis of the spatial distribu- 
tion of the modal energy. 

Regarding now the frequency domain, periodograms in the case 
of Fig. 7 have been obtained from the right-singular vectors W T 
avoiding the scaling by σ i , in order to better visualize the spec- 
tral content of the higher order modes that would appear flat if 
F{ a i } had been used instead. Again, mode !1 is scaled indepen- 
dently from the rest, being clear in this figure that it contains the 
frequency peak corresponding to the compression-expansion pro- 
cess. 

For the majority of reciprocating thermal engines, this mean 
pressure pulsation !1 is of very low frequency, and thus near or 
even below the human hearing threshold, diminishing its relevance 
when analysing the acoustic output of the engine. 

However, as seen in Fig. 7 , the frequency content of the suc- 
cessive modes is concentrated well into the human hearing range, 
at 5–12 kHz in this particular simulation. It can also be seen how, 
as previously mentioned, each POD mode can feature various fre- 
quencies of interest, making it difficult to ascribe a particular mode 
to a given phenomenon of known frequency, except in the case of 
!1 . 

Finally, the spatial distribution of the POD modes can be in- 
spected, by plotting the values of the left-singular vectors !i con- 
tained in the columns of U associated with each of the reference 
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POD for dimensionality reduction. 
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all energy contribution of each mode, the information contained 
within the time coefficients a i = σi W T 

i allows the analysis of the 
evolution of each mode in the time and frequency domains. 
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!1 –12 are plotted for each time step of the CFD simulation. Mode 
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resentation along the rest, while each remaining mode !2 –12 has 
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It is clear from the figure that, while !1 describes the smooth 
evolution of the mean pressure in the chamber, the rest of the 
modes describe the acoustic instabilities associated to the com- 

Fig. 7. Normalized amplitude of POD modes !1 –12 in the frequency domain, based 
on normalized periodograms of right-singular vectors W T i . Scaling by singular values 
is avoided to allow a better visualization of the spectral content in higher order 
modes. 
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the modes and the timing of the combustion of the different in- 
jections of the cycle, denoted in the figure by C 1 –3 . These instants 
have been found by calculating the time step at which 10% of the 
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time of C 1 , although the amplitude rise is much more pronounced 
in the dominant mode !2 while in mode !3 the time evolution 
is much more progressive. On the other hand, mode !4 shows lit- 
tle relevance after C 1 , only exhibiting a sudden rise in amplitude 
at the precise time of C 2 . None of these first 12 modes seems to 
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For the majority of reciprocating thermal engines, this mean 
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when analysing the acoustic output of the engine. 
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velocity information. In the case of numerical simulations these 
snapshots may represent other useful information such as pres- 
sure, species, etc. These snapshots should be separated by a con- 
stant time step !t . 

POD can then be realized by diagonalizing the time-averaged 
spatial correlation matrix V T V [19,20] , by solving its associated 
eigensystem. However, V T V can be very large, so an alternative ap- 
proach is generally preferred, based on the Singular Value Decom- 
position (SVD) of V : [21,22] 
V = U !W T (2) 

In this way, U is an M × N matrix 2 whose columns contain the 
so-called POD spatial modes "i (or left-singular vectors) that form 
an orthonormal basis of V . These are also the eigenvectors of V T V , 
hence the validity of this alternate approach. 

Next, ! is an M × N diagonal matrix whose non-zero elements 
are the principal values σ i of V , which correspond to the squared 
eigenvalues of V T V . They represent the contribution of each mode 
"i to the total energy of matrix V , defined by Nikiforov [23] as 
#σ i . Thereby, they indicate the relevance of each orthonormal 
mode in the total flow field. 

Finally, W contains the right-singular vectors of V , so therefore 
the rows of !W T describe the temporal evolution a i ( t ) of the con- 
tribution of each spatial mode "i , and thus the flow field can be 
described as a linear superposition of spatial and temporal infor- 
mation: 
V (x , t) = N ∑ 

i =1 "i (x ) a i (t) (3) 
The main advantage of the POD method is its capacity for di- 

mensionality reduction. If the total flow field is reconstructed fol- 
lowing Eq. 3 but with a reduced L < N number of modes, the re- 
constructed flow field ˜ V is the closest one to the original, in the 
sense that the Frobenius norm of the difference between the origi- 
nal and the reduced field is the minimum achievable for a reduced 
˜ V of rank L . 

This can be proved by realizing that the partial summatory 
reconstruction is equivalent to forming a reduced ˜ ! with σi = 0 
when L < i < N and then obtaining ˜ V = U ̃  !W T . The Eckart–Young 
theorem [24] ensures that a matrix of rank L reconstructed in this 
way minimizes || V − ˜ V || F . 

For many applications, especially in the field of computational 
fluid dynamics where simulations feature very large matrices, di- 
mensionality reduction is crucial in order to facilitate further use 
of the results such as vibroacoustic propagation, structural me- 
chanics, aeroelasticity simulations, or preparing inlet conditions for 
Large Eddy Simulations [25,26] . 

Principal drawbacks of this method include that in some cases 
energy may not be the most relevant metric in characterizing the 
relevance of flow structures [19] , and that the use of second-order 
flow statistics such as the time-averaged spatial correlation tensor 
can result in a loss of information such as phase [18] , failing to 
capture the dynamics of the coherent structures of the flow [27] . 

In cases where the flow experiments highly transient regimes, 
it is thus possible that short-lived flow modes with small contri- 
bution to the total energy of the system may be missed from the 
POD energy ranking [19] . Moreover, while modes resulting from 
POD exhibit spatial orthogonality, they can contain multi-frequency 
temporal content [28,29] . This means that a particular flow struc- 
ture can be excited by different phenomena and at different fre- 
quencies, yet remain spatially coherent in time and thus result in 
a higher energy POD mode. In the following subsection, a more re- 

2 If the “economy” version of the SVD algorithm is used in order to optimize 
computation time. 

cent modal decomposition technique specifically introduced [19] to 
address both of these issues will be described. 

Linking the unsteady spatial structures with a specific phenom- 
ena requires, as a consequence of POD shortcomings, some guess- 
work based on prior knowledge of the excitation mechanisms. A 
good example of this is the application of POD to the CFD sim- 
ulation of an engine manifold presented by Sakowitz et al. [29] , 
where it can be seen how the first POD mode contains different 
frequency content originated from both the engine firing and the 
valve opening. However, the combustion chamber itself is not in- 
cluded in their work. 

Other authors have applied POD to combustion processes, be 
it through CFD simulations [30] , or experimentally obtaining the 
flow snapshots with the aid of optical techniques such as PIV 
[31–34] , chemiluminiscence [35] or raw luminosity [36] , but most 
of these results are restricted to continuous combustion cases such 
as those of gas turbines or industrial burners, focusing on the ther- 
moacoustics originated by the open flame oscillations and not on 
the more explosive, confined acoustics of reciprocating ICE com- 
bustion chambers. 

Although some authors have specifically addressed ICE combus- 
tion issues through POD, these studies have been focused on cycle- 
to-cycle variation analysis [36–38] , spark-ignition misfires [39] or 
the evolution of a particular species [40] , whereas the pressure res- 
onance issues of CI combustion chambers addressed in this work 
has not been yet investigated using this method. 
2.4. Dynamic Mode Decomposition 

An alternative decomposition approach known as Dynamic 
Mode Decomposition (DMD) exists where instead of an optimal 
orthogonal basis, coherent flow phenomena at each frequency are 
sought. A relatively recent technique for modal flow decomposition 
[19,28,41,42] , its application to combustion problems is still scarce, 
and focused on the analysis of experimental PIV data [43,44] such 
as velocity and vorticity fields in combustors. 

DMD is realized by estimating the eigenmodes and eigenvectors 
of the linear but infinite-dimensional Koopman operator of a given 
system, which describes its nonlinear, finite-dimensional dynamics 
[42,45] . In contrast with POD, DMD eigenvalues represent a single 
frequency, along with the rates of decay and growth of the spa- 
tial DMD modes, hence allowing the identification of coherent but 
weakly-energetic modes in highly transient regimes [46] . 

Evaluation of the relevance of each mode to the dynamics of 
the system is usually performed by computing the norm of the 
mode, although Dahan et al. reported [47] that in some cases it 
may be preferable to order the modes attending to their frequency 
rather that their norm, as some modes may feature a growth rate 
of less than the unity, and thus they may be damped over time. 

Furthermore, another advantage of the DMD and POD tech- 
niques is that it can be proved [19,27] that processing only sub- 
domain data is possible, be it this subdomain a small region of the 
domain or even a projection of the 3D field into a 2D plane, as no 
spatial arrangement is assumed by either method. This is conve- 
nient as post-processing can be restricted to an area of the flow 
where relevant phenomena are expected, saving computational ef- 
fort. 

As several variations for implementing a DMD strategy already 
exist in the literature only the basic concept originally proposed 
by Schmid [19] will be shown in this section. We recall the ma- 
trix V N 1 introduced in Section 2.3 that contains N snapshots of the 
flow field. These are assumed to be linearly related through a cer- 
tain matrix A , which is assumed to remain approximately constant 
during the time N !t spanned by the sequence: 
v i +1 = Av i (4) 



A reduced number of POD modes concentrate most of the energy.
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Fig. 8. Spatial distribution of POD modes !1 –12 across the simulated combustion chamber. Each mode except for the homogeneously distributed !1 is represented by 
coloured isovolumes indicating the 10% (blue) and 90% (red) percentiles of the distribution of the real values of each individual mode ℜ { !i }. The geometry of the piston 
head and the position of the valves are added for reference. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this 
article.) 
coordinates that were selected when building the snapshot matrix 
V . 

There are many ways of plotting the modal spatial information, 
such as slices at certain selected locations, isovolumes of a certain 
value, translucent volume rendering, etc. In Fig. 8 , a set of isosur- 
faces is used to display POD modes !1 –12 , by showing the upper 
and lower 10% tails (this is, the 10% and 90% percentiles) of the 
distribution of their real values ℜ { !i }. 

However, a previous step was necessary. The set of values 
[ x ref , y ref , z ref , ℜ{ !i } ] forms essentially a point cloud randomly dis- 
tributed across the combustion chamber, lacking any connectivity 
information. This was achieved by performing a 3D Delaunay trian- 
gulation [72,73] using the open-source application ParaView [74] , 
which includes an α-shape [75] related parameter to generate a 
more accurate reconstruction instead of just using the simple con- 
vex hull of the full dataset, 4 and then extracting two clips. 

In this figure, red and blue volumes thus indicate the distribu- 
tion of the top 10% positive and negative real values of the mode. 
As seen in Fig. 6 time coefficients a i ( t ) take positive and negative 

4 Note that this α parameter, which limits the valid search distance to connect 
vertices, is dependant on the particular geometry and sparsity of the point cloud, 
but in any case it must be higher that d c,max . 

values along the simulation, so if the mode shape was animated by 
plotting !i a i the red and blue volumes would identify the regions 
oscillating with alternating higher amplitudes. The only exception 
is !i which would display the homogeneous rise and fall in mean 
pressure. 

Inspecting the shapes of modes !2 and !3 in Fig. 8 it is clearly 
seen how the higher amplitudes are oscillating on opposite sides of 
the squish zone, in two different orientations. Not depicted in the 
figure are the nodal regions whose amplitude remains constant in 
time, which in these two modes consist of a slice of the chamber 
aligned in the middle of the two coloured isovolumes. 

Furthermore, it can be seen that these two modes are reminis- 
cent of classical acoustic transversal modes in opened combustion 
chambers, specifically mode (m = 1 , n = 0) in the notation of Hick- 
ling et al. [15] , also called first asymmetric mode. 

Continuing this comparison, POD mode !4 features a com- 
pletely circular distribution between the squish zone and the bowl, 
with an annular nodal region instead of a straight one like in 
the previous modes, being similar to Hickling’s first radial mode 
(m = 0 , n = 1) . 

The next two modes !5 and !6 are interesting because they 
are remarkably three-dimensional. While they have shown again 
a straight nodal area, regions of higher amplitudes are crossed 
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Fig. 10. Original and modified sprays visualized as a clip of equivalence ratio φ > 1 
at approximately 7 CAD after top dead centre in both cases. 

A second, smaller set of slightly higher frequency content is 
represented by mode !495 , which is related to the interaction of 
the pressure fluctuations between the squish zone and the bowl. 
Finally, higher frequency content near 20 kHz is linked to the pres- 
sure fluctuations contained within the bowl, as shown by the spa- 
tial distribution of DMD mode !199 . 
5. Practical application 

The conclusions offered by both decomposition procedures 
about the correlation between spatial, temporal and frequency 
content of the unsteady flow field behaviour in the chamber can 
be applied to the practical optimization of the combustion process, 
in order to mitigate the noise emission of the engine. 

As seen in Fig. 9 , in this combustion acoustic energy is mainly 
gathered in the 6–11 kHz band, which is coincidentally favoured 
by human hearing. An optimization strategy could consist in try- 
ing to demote this content shifting the acoustic energy to higher 
frequencies, which are naturally attenuated by the human auditory 
system. ITU-R BS.468–4 standard for instance quantifies this atten- 
uation in 20.2 dB at 20 kHz [76] . 

Thus, if the energy represented by DMD modes !163 and !495 
could be shifted towards mode !199 or, even better, independently 
reduced, the overall perceived noise level would be reduced. In or- 
der to do this, the information gained by means of the decompo- 
sition techniques can prove of utility. 

Since it has been established that the 6–11 kHz content is 
mainly linked to the excitation in the squish area of the chamber, 
which is in turn caused by the location of the combustion energy 
release, a way to alter this dynamic behaviour could be to modify 
the angle of the fuel injection, directing the sprays slightly more 
towards the piston in order to promote bowl-dominated content 
against squish-dominated content. 

To test this approach, another CFD simulation was carried out 
where the included spray angle was modified from 150 ° to 90 ° , 
keeping constant the remaining combustion parameters and fol- 
lowing the same procedure as outlined in Section 3 . 

In Fig. 10 it is shown how the modified angle changes the im- 
pingement points of the sprays from the upper part of the bowl 
and the start of the squish in the original case, to near the bottom 
of the bowl wall in the 90 ° case. 

The sprays are visualized in this figure by clipping the equiva- 
lence ratio φ at the unitary value, thereby showing the isovolume 
of stoichiometric conditions enclosing the spray. If C, H and O are 
the number of carbon, hydrogen, and oxygen atoms in a cell, the 
equivalence ratio is computed as: 
φ = 2 C + H/ 2 

O (15) 
In order to understand how the spatial distribution of the un- 

steady pressure fluctuations has been affected by the new spray 
angle, POD was performed on the modified CFD results. Figure 11 
shows how the modal energy has shifted from the original to the 
modified combustion. 

Fig. 11. Energy share and spatial distribution of the four most relevant modified 
modes ̃  "2 –5 (bottom), together with their most closely resembling original counter- 
parts (top). 

Fig. 12. Comparison between the averaged Sound Pressure Level (SPL) of the origi- 
nal simulated combustion cycle and the SPL of the modified combustion with spray 
angle 90 °. 

The energy share and spatial distribution of modified POD 
modes ˜ "2 –5 are plotted, along with that of the most closely re- 
sembling original mode. Again, mode ˜ "1 is disregarded since it is 
only related to the homogeneous compression-expansion pressure 
cycle. It can be seen how the circular (m = 0 , n = 1) mode which 
was previously ranked fourth with 11.2% of the energy, is now the 
most relevant with an energy share of 18.25%. 

Modified modes ˜ "3 –4 are shown to closely resemble the origi- 
nal "2 –3 modes, albeit with a rotation of the nodal plane, which 
is probably due to a different spray igniting first and thus ini- 
tiating these squish-dominated propagating pressure oscillations. 
Their energy contents on the other hand have been diminished 
to less than half their previous ones. Lastly, the original bowl- 
dominated mode "9 has been promoted to the fourth place with 
almost four times its previous energy. 

To show how this shifting in the modal energy has affected the 
audible content, in Fig. 12 a comparison between the acoustic sig- 
nature of the original and the modified combustions can be found, 
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Fig. 10. Original and modified sprays visualized as a clip of equivalence ratio φ > 1 
at approximately 7 CAD after top dead centre in both cases. 

A second, smaller set of slightly higher frequency content is 
represented by mode !495 , which is related to the interaction of 
the pressure fluctuations between the squish zone and the bowl. 
Finally, higher frequency content near 20 kHz is linked to the pres- 
sure fluctuations contained within the bowl, as shown by the spa- 
tial distribution of DMD mode !199 . 
5. Practical application 

The conclusions offered by both decomposition procedures 
about the correlation between spatial, temporal and frequency 
content of the unsteady flow field behaviour in the chamber can 
be applied to the practical optimization of the combustion process, 
in order to mitigate the noise emission of the engine. 

As seen in Fig. 9 , in this combustion acoustic energy is mainly 
gathered in the 6–11 kHz band, which is coincidentally favoured 
by human hearing. An optimization strategy could consist in try- 
ing to demote this content shifting the acoustic energy to higher 
frequencies, which are naturally attenuated by the human auditory 
system. ITU-R BS.468–4 standard for instance quantifies this atten- 
uation in 20.2 dB at 20 kHz [76] . 

Thus, if the energy represented by DMD modes !163 and !495 
could be shifted towards mode !199 or, even better, independently 
reduced, the overall perceived noise level would be reduced. In or- 
der to do this, the information gained by means of the decompo- 
sition techniques can prove of utility. 

Since it has been established that the 6–11 kHz content is 
mainly linked to the excitation in the squish area of the chamber, 
which is in turn caused by the location of the combustion energy 
release, a way to alter this dynamic behaviour could be to modify 
the angle of the fuel injection, directing the sprays slightly more 
towards the piston in order to promote bowl-dominated content 
against squish-dominated content. 

To test this approach, another CFD simulation was carried out 
where the included spray angle was modified from 150 ° to 90 ° , 
keeping constant the remaining combustion parameters and fol- 
lowing the same procedure as outlined in Section 3 . 

In Fig. 10 it is shown how the modified angle changes the im- 
pingement points of the sprays from the upper part of the bowl 
and the start of the squish in the original case, to near the bottom 
of the bowl wall in the 90 ° case. 

The sprays are visualized in this figure by clipping the equiva- 
lence ratio φ at the unitary value, thereby showing the isovolume 
of stoichiometric conditions enclosing the spray. If C, H and O are 
the number of carbon, hydrogen, and oxygen atoms in a cell, the 
equivalence ratio is computed as: 
φ = 2 C + H/ 2 
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In order to understand how the spatial distribution of the un- 

steady pressure fluctuations has been affected by the new spray 
angle, POD was performed on the modified CFD results. Figure 11 
shows how the modal energy has shifted from the original to the 
modified combustion. 
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modes ̃  "2 –5 (bottom), together with their most closely resembling original counter- 
parts (top). 

Fig. 12. Comparison between the averaged Sound Pressure Level (SPL) of the origi- 
nal simulated combustion cycle and the SPL of the modified combustion with spray 
angle 90 °. 

The energy share and spatial distribution of modified POD 
modes ˜ "2 –5 are plotted, along with that of the most closely re- 
sembling original mode. Again, mode ˜ "1 is disregarded since it is 
only related to the homogeneous compression-expansion pressure 
cycle. It can be seen how the circular (m = 0 , n = 1) mode which 
was previously ranked fourth with 11.2% of the energy, is now the 
most relevant with an energy share of 18.25%. 

Modified modes ˜ "3 –4 are shown to closely resemble the origi- 
nal "2 –3 modes, albeit with a rotation of the nodal plane, which 
is probably due to a different spray igniting first and thus ini- 
tiating these squish-dominated propagating pressure oscillations. 
Their energy contents on the other hand have been diminished 
to less than half their previous ones. Lastly, the original bowl- 
dominated mode "9 has been promoted to the fourth place with 
almost four times its previous energy. 

To show how this shifting in the modal energy has affected the 
audible content, in Fig. 12 a comparison between the acoustic sig- 
nature of the original and the modified combustions can be found, 
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Fig. 10. Original and modified sprays visualized as a clip of equivalence ratio φ > 1 
at approximately 7 CAD after top dead centre in both cases. 

A second, smaller set of slightly higher frequency content is 
represented by mode !495 , which is related to the interaction of 
the pressure fluctuations between the squish zone and the bowl. 
Finally, higher frequency content near 20 kHz is linked to the pres- 
sure fluctuations contained within the bowl, as shown by the spa- 
tial distribution of DMD mode !199 . 
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The conclusions offered by both decomposition procedures 
about the correlation between spatial, temporal and frequency 
content of the unsteady flow field behaviour in the chamber can 
be applied to the practical optimization of the combustion process, 
in order to mitigate the noise emission of the engine. 

As seen in Fig. 9 , in this combustion acoustic energy is mainly 
gathered in the 6–11 kHz band, which is coincidentally favoured 
by human hearing. An optimization strategy could consist in try- 
ing to demote this content shifting the acoustic energy to higher 
frequencies, which are naturally attenuated by the human auditory 
system. ITU-R BS.468–4 standard for instance quantifies this atten- 
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Thus, if the energy represented by DMD modes !163 and !495 
could be shifted towards mode !199 or, even better, independently 
reduced, the overall perceived noise level would be reduced. In or- 
der to do this, the information gained by means of the decompo- 
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which is in turn caused by the location of the combustion energy 
release, a way to alter this dynamic behaviour could be to modify 
the angle of the fuel injection, directing the sprays slightly more 
towards the piston in order to promote bowl-dominated content 
against squish-dominated content. 

To test this approach, another CFD simulation was carried out 
where the included spray angle was modified from 150 ° to 90 ° , 
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In Fig. 10 it is shown how the modified angle changes the im- 
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was previously ranked fourth with 11.2% of the energy, is now the 
most relevant with an energy share of 18.25%. 
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nature of the original and the modified combustions can be found, 



POD used on numerical simulations

POD is efficient when 
- a few modes concentrate a large amount of energy 
- the energy is distributed over a large range of frequencies 
- the signal is not periodic 
- the time resolution is low

DMD cannot be used to decompose transition signals  
and require a high time resolution.



Limit cycles observed in combustion chamber feature

Computational investigation on combustion instabilities in a rocket combustor 
Acta Astronautica 
Volume 127, October–November 2016, Pages 634-643 
LeiYuan, Chibing Shen 
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CESAM Experimental test bench reproduce most of the coupling phenomena  
encountered in aeronautical combustion chamber



Simultaneous acquisition 
• PIV @15kHz

• 10 microphones @16kHz

• OH* et CH* emission @16kHz
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CESAM Experimental test bench reproduce most of the coupling phenomena  
encountered in aeronautical combustion chamber



Two strategies are still available.

1 - Multi-variable DMD
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Pressure 1
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Pressure P

This gives a unique optimal base for 
all the diagnostics 

Values have to be normalized to 
take into account their volume and 
their absolute value.

2 - Extended DMD
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Optimal DMD 
base for pressure

The amplitude of velocity modes 
projected on the base Bi highlight the 

correlation between the two quantities.

Multi-variable DMD highlights correlation 
between physical quantities



Quantitatives informationsPressure maximum frequencies

Velocity maximum frequencies

Emission maximum frequencies

• Velocity has a different dynamic 
than pressure


• Heat release is sensitive to both 
the pressure and velocity 
fluctuations


• Damping strongly depends on 
the modes
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Flow dynamics

DMD highlight coupling between acoustics and flow.

275 Hz 482 Hz



The phase between the diagnostics is recovered within the modes.

Acoustic energy

Acoustic source term

157 Hz

285 Hz

549 Hz

Reconstruction of the acoustic source
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oscillation starts to grow with an oscillation fre-
quency locked on mode 2 and reaches an oscilla-
tion level u0rms=U bulk ’ 0:25. The mode trajectory
then crosses that of mode 1 which features growth
rates values around a. In this case, by adding a
perturbation, mode 1 growth rate is greater than
the damping a and the oscillation frequency
switches to mode 1 until the mode reaches a new
limit cycle for u0rms=U bulk ’ 0:65 when xi ¼ a. Fig-
ure 8 displays the temporal signals recorded by the
different sensors for this manifold length
L1 ¼ 0:18 m. The velocity fluctuation signal mea-
sured by the hot wire below the perforated plate
is displayed in the upper subfigure. The signal
measured by microphone M2 is plotted in the cen-
tral subfigure. The lower plot shows the short-
time Fourier power spectral density of the pres-
sure signal as a function of time. From t ¼ 0 to
0.08 s, the frequency found in the pressure trace
(f2 ’ 1290 Hz) corresponds to the calculated
oscillation frequency f2 ¼ 1292 Hz determined
from the dispersion relation Eq. (7) for mode 2
with a small oscillation amplitude. At t ¼ 0:08 s,
an external perturbation is introduced by blowing
on the flame and the system quickly switches to a
new limit cycle with a lower oscillation frequency
f1 ’ 449 Hz and a larger fluctuation amplitude. It
can be seen in Fig. 4 that this frequency closely
matches that calculated. This corresponds to the
scenario deduced from the nonlinear analysis,
where an external perturbation was required to
initiate the transition from mode 2 to mode 1.
This is so because trajectories cross at a point
where growth rates are close to the damping
value a.

It is thus worth examining if nonlinear trigger-
ing may also take place without requiring an
external disturbance. This can be obtained for a
manifold cavity length L1 ¼ 0:54 m. The growth

rates trajectories for modes 2 and 3, plotted in
subfigure C in Fig. 7, feature subcritical and
supercritical bifurcation. Their trajectories cross
for a positive growth rate xi " a of 13 s"1. An
oscillation then naturally develops from an infini-
tesimal perturbation and is locked on mode 3
which is linearly unstable. When the velocity oscil-
lation amplitude reaches u0rms=U bulk ’ 0:30, the
oscillation switches on mode 2 which is nonlinear-
ly unstable and features higher growth rates than
mode 3 for higher perturbation levels. It then
reaches a limit cycle u0rms=Ubulk ’ 0:60 and
remains locked on mode 2 with a predicted oscil-
lation frequency f2 ¼ 465 Hz deduced from Eq.
(7). Figure 9 shows the corresponding temporal
evolutions of the measured signals. The time-fre-
quency analysis shows that a switch in frequency
occurs during the onset of oscillation. From
t ¼ 0 to 0.09 s an oscillation slowly grows with a
frequency corresponding to that calculated for
the third mode f3 ’ 765 Hz. At time t ’ 0:09 s,
the oscillation level reaches u0rms=U bulk ’ 0:20
and the frequency suddenly switches to the second
mode in about 0.015 s without external actuation.
The system then evolves to a new limit cycle with
an oscillation frequency f3 ¼ 465 Hz in agreement
with that predicted, and with fluctuation level
u0rms=U bulk of the order of 0.6 comparable to the
fluctuation predicted thanks to the dispersion
relation for L1 ¼ 0:54 m.

6. Conclusion

Nonlinear dynamics of combustion oscillations
are analyzed in the case of a generic combustion
system comprising a feeding manifold, a multi-
point injector and a flame tube. An analysis rely-
ing on the Flame Describing Function (FDF)

Fig. 8. Temporal signals of the self-sustained instability
for L1 ¼ 0:18 m. Upper boxes display the normalized
velocity measured by the hot wire probe and the pressure
of microphone M2. Lower box corresponds to the short-
time Fourier spectral density of the pressure signal.

Fig. 9. Temporal signals of the self-sustained instability
for L1 ¼ 0:54 m. Upper boxes display the normalized
velocity measured by the hot wire probe and the pressure
of microphone M2. Lower box corresponds to the short-
time Fourier spectral density of the pressure signal.
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To create models, the strategy is to 
separate the signal in few modes 
and amplitudes :

Data decomposition for model reduction

The problem is to identify the modes 
that allow to describe the system 
whatever the operating point.
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FIG. 8. Two sets of parameters chosen on both sides of bifurcation diagram 8(a) and the corresponding flame images for two
time instances 8(b) and 8(c). (a) Bifurcation diagram as parameter L changes. •, experimental points; ⇤, two cases used for
parametrized DMD. (b) Flame images, t1. (c) Flame images, t2.

FIG. 9. DMD-eigenvalues µ and amplitude-distribution for the bifurcating flame. �, optimized amplitudes; •, modes selected
by the sparsity-promoting algorithm. (a) Eigenvalues. (b) Amplitude-distribution.

TABLE II. Dominant identified frequencies and comparison with
experiment.

L1= 46 cm (case A) L2= 52 cm (case B)

Experiment 512 Hz 768 Hz
Parametrized DMD 493 Hz 740 Hz
Dominant mode mode 3 mode 4
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The system experience two kind of dynamics 
depending on the bifurcation parameter. 27
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Combustion systems experience bifurcation that  
make the modeling complex.



Chemiluminescence from flames is recorded for  
different values of the bifurcation parameter.
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L1 = 0.1 m 

e = 15 mm, thickness of the holed-plate  

L 

Flame P2 

P1 

FIG. 6: Experimental setup for an investigation of a bifurcating flame.

(a) Case A, t1 (b) Case A, t2 (c) Case A, t3

(d) Case B, t1 (e) Case B, t2 (f) Case B, t3

FIG. 7: Flame images, at three di↵erent time instances for two cases (see text).

Parametrized DMD is applied to eighty, temporally equi-spaced flame images taken at a rate of 6000 frames per
second for each case. These frames are eighty consecutive realizations from the camera. We stress that, for e�ciency
reasons, the time spacing between two consecutive images for the two cases should be the same. The DMD-eigenvalues
and the amplitude distribution, from the parametrized DMD, are shown in figure 8. The amplitude distribution is
characterized by a wide range of amplitudes, some of them larger than the mean. However, these amplitudes are
associated with strongly transient processes that appear with artificially high decay rates, as can be verified by locating
them far inside the unit circle in figure 8a.

These modes do not contribute substantially to the overall data sequence; they are to be eliminated in an objective
manner by the sparsity-promoting DMD9. The modes selected via sparsity-promotion are highlighted in figure 8.
The two modes with higher amplitudes (mode 3 and mode 4) appear with frequencies close to the dominant acoustic

80 images, 6 kHz
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The poor quality of the images is due to the high sampling frequency 
and the low emission level of the flames.



Data processing of the experiments
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Parametric DMD uses data recorded at different 
time but with the same sampling rate. 
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FIG. 8. Two sets of parameters chosen on both sides of bifurcation diagram 8(a) and the corresponding flame images for two
time instances 8(b) and 8(c). (a) Bifurcation diagram as parameter L changes. •, experimental points; ⇤, two cases used for
parametrized DMD. (b) Flame images, t1. (c) Flame images, t2.

FIG. 9. DMD-eigenvalues µ and amplitude-distribution for the bifurcating flame. �, optimized amplitudes; •, modes selected
by the sparsity-promoting algorithm. (a) Eigenvalues. (b) Amplitude-distribution.

TABLE II. Dominant identified frequencies and comparison with
experiment.

L1= 46 cm (case A) L2= 52 cm (case B)

Experiment 512 Hz 768 Hz
Parametrized DMD 493 Hz 740 Hz
Dominant mode mode 3 mode 4
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Four dominant modes are identified (1 to 4).

L1



Depending on the bifurcation parameter, the weight of each mode changes.
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(a) Case A, mode 2 (b) Case A, mode 3 (c) Case A, mode 4

(d) Case B, mode 2 (e) Case B, mode 3 (f) Case B, mode 4

FIG. 9: Modal shapes of selected DMD modes.

improvement can be attributed to the fact that modes 2, 3, 4 and 5 are harmonics of each other, which can be clearly
seen from figure 8a. The correction in the amplitudes locks the phase between multiple harmonics and allows for a
better prediction of the flame shape. In addition, independent of the manner in which the amplitudes are calculated,
the performance of the parametrized DMD is una↵ected by noise in the processed images; rather, the noise seems to
have been filtered out or markedly reduced in the superposition of a few DMD modes. This is the consequence of the
avoidance of higher-frequency modes by the sparsity-promoting selection algorithm.

IV. COMPOSITE DMD OF THE MEASURED PRESSURE SIGNALS AND THE FLAME IMAGES

The coupling between the dominant modes extracted by the parametrized DMD algorithm from the flame and the
pressure signals measured experimentally gives further insight into the thermoacoustic dynamics of the flame. To this
end, a composite parametrized DMD is performed on data consisting of time-synchronized pressure measurements
and flame images. The pressure signals are measured by microphones at two locations: upstream of the flame grid and
at the flame base, shown in figure 6 by P1 and P2, respectively. The composite algorithm requires the columns of the
snapshot matrix from the previous section to be augmented by the pressure measurements of the two microphones.
The pressure signals are recorded at 32768 Hz, which is a finer sampling rate than the flame images. To ensure
that the time-steps between the measured pressure data match that of the flame images, the pressure signals have
been interpolated onto the coarser sampling grid. In addition, to guarantee that the same modes as in section III
are selected by the composite algorithm, the pressure signals have been weighted such that their values remain an
order of magnitude smaller than the flame data. The five dominant modes identified in the previous section are thus
selected here, and the evolution of their amplitudes is extracted using the Crank-Nicolson time integrator.

Figure 11 compares the contribution of the identified dominant modes of section III, mode 3 and mode 4, to
the overall pressure measurements upstream and at the base of the flame for both cases A and B. In case A, the
pressure signal upstream of the flame has a single-frequency content and is reconstructed accurately by mode 3. This
is expected, since this mode has the same frequency as the dominant frequency determined from the experiment.
In contrast, mode 4 has a negligible contribution to the overall pressure. The same is true regarding the pressure
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or markedly reduced in the superposition of a few DMD modes. This is the consequence of the
avoidance of higher-frequency modes by the sparsity-promoting selection algorithm.

B. Composite DMD of the measured pressure signals and the flame images

The coupling between the dominant modes extracted by the parametrized DMD algorithm
from the flame and the pressure signals measured experimentally gives further insight into the
thermo-acoustic dynamics of the flame. To this end, a composite parametrized DMD is performed
on data consisting of time-synchronized pressure measurements and flame images. The pressure
signals are measured by microphones at two locations: upstream of the flame grid and at the flame
base, shown in Figure 7 by P1 and P2, respectively. The composite algorithm requires the columns
of the snapshot matrix from Sec. III A to be augmented by the pressure measurements of the two
microphones. The pressure signals are recorded at 32 768 Hz, which is a finer sampling rate than
the flame images. To ensure that the time-steps between the measured pressure data match that of
the flame images, the pressure signals have been interpolated onto the coarser sampling grid. In
addition, to guarantee that the same modes as in Sec. III A are selected by the composite algorithm,
the pressure signals have been weighted such that their values remain an order of magnitude smaller
than the flame data. The five dominant modes identified in Sec. III A are thus selected here, and the
evolution of their amplitudes is extracted using the Crank-Nicolson time integrator.

Figure 12 compares the contribution of the identified dominant modes of Sec. III A, mode 3 and
mode 4, to the overall pressure measurements upstream and at the base of the flame for both cases A
(L1) and B (L2). In case A, the pressure signal upstream of the flame has a single-frequency content
and is reconstructed accurately by mode 3. This is expected, since this mode has the same frequency
as the dominant frequency determined from the experiment. In contrast, mode 4 has a negligible
contribution to the overall pressure. The same is true regarding the pressure measurements at the
base of the flame for case A. Mode 3 captures the overall behavior of P2 accurately. There appears

FIG. 12. Contribution of the two dominant modes of the parametrized DMD to the overall pressure signals measured at the
flame and upstream. —–, experimental measurement; ���, mode 3; ·� ·, mode 4. (a) Case A (L1), P2, at the flame. (b) Case
A (L1), P1, upstream of the flame. (c) Case B (L2), P2, at the flame. (d) Case B (L2), P1, upstream of the flame.
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Depending on the bifurcation parameter, the weight of each mode changes.
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Spatial DMD

Pch [MPa] ṁLOx [g s�1] ṁCH4 [g s�1] ER J

6.7 106 100 3.77 3.7

Table 1: Operating conditions - The injection temperatures are kept
constant: TLOx = 80 K and TCH4 = 288 K. Pch is the chamber
mean pressure and ṁLOx and ṁCH4 are respectively the oxygen and
the methane mass flow rates. ER is the equivalence ratio and J is the
momentum flux ratio.

ber featuring five LOx/GCH4 coaxial injectors placed in
line (MIC, for Multiple Injector Combustor) [6, 10, 13].
The chamber mean pressure can reach 7 MPa, which is
well above the oxygen critical pressure. The oxygen is
injected at 80 K and its state is transcritical, while the
methane stream surrounding the oxygen jets is super-
critical and injected at 288 K. An acoustic wave is gen-
erated in the chamber via a modulation system called
the VHAM and described in [10, 13, 14]. The VHAM
comprises a toothed wheel rotating in front of two ex-
haust nozzles, thus modulating the entire flow exiting
the chamber. It is set so that one nozzle is blocked while
the other is unobstructed. This favors transverse acous-
tic modes in the chamber. Because it operates on the to-
tal mass flow rate, it is possible to generate high acoustic
levels of the order of 20% of the chamber mean pressure
in order to reproduce perturbed conditions prevailing in
LREs undergoing combustion instabilities. The MIC
was modified by fixing a copper insert on the upper and
lower walls, thereby bringing the walls closer to the pe-
ripheral injectors (see Fig. 1). By doing so, the central
injector remains in a velocity anti-node while the two
peripheral flames are brought closer to a pressure anti-
node, but also very close to an intensity anti-node. The
amplitude of the pressure fluctuation at the peripheral
injector exit is thus increased by 15% in comparison to
the previous experiments [10]. The flame response to
acoustic forcing in a velocity anti-node and near a pres-
sure anti-node can thus be examined by comparing the
behavior of the central flame to that corresponding to
the peripheral injectors.
The operating point under investigation is described in
Tab. 1. The test facility is equipped with five dynamic
pressure sensors flush-mounted on the upper and lower
wall of the chamber (Fig. 1) allowing modal indentifi-
cation and a Photron Fastcam SA5 camera operating at
25, 000 fps. The camera takes views of the five injectors
with an image size of 512⇥552 pixel. It has a resolu-
tion of 224 µm/px. It is equipped with a Nikkor lens
of 105 mm and a CH* filter (peak wavelength: 434 nm
and bandwidth: 21 nm). A TTL signal is emitted at
each image shot and recorded at a sample rate of 40 kHz

Figure 1: The MIC equipped with five dynamical pressure sensors
(HFi). Two additional copper blocks reduce its transverse dimension
near the injection plane.

with the same time reference as the pressure signals, so
that each image can be related to a pressure signal phase
with a high precision. This is required in order to link
the flame dynamics to the acoustic mode.
The dynamic mode decomposition (DMD) is used in
Sec. 2 to show the impact of the transverse acoustic ve-
locity on the flame dynamics. Sec. 3 presents the results
of a spatial DMD that highlights the di↵erent flame be-
haviors depending on the injector position with respect
to the pressure node plane.

2. Temporal analysis

To force an acoustic field into the experimental do-
main, we first prescribe a constant acceleration to the
wheel to sweep the frequency domain of interest. Once
the system eigenfrequencies are identified, a continu-
ous wave modulation is imposed at the chosen eigenfre-
quency (1T1L in the present study).

Figure 2(b) presents the power spectral density of the
pressure signal recorded at HF1 (see Fig. 1). The modu-
lation frequency emerges from the broadband spectrum
showing that all the acoustic oscillations take place at
one unique frequency. The spectral analysis of the two
dimensional CH⇤ emission is performed by dynamic
mode decomposition (DMD). DMD is a modal decom-
position technique allowing to extract the most coherent
dynamics from the time evolution of a data field. It is
calculated with the methods described in [15] and [16].
The amplitude of a mode quantifies its importance in the
flow dynamics. Each mode features a harmonic evolu-
tion characterized by a unique couple of frequency and
growth rate. DMD is perfectly adapted to perform spec-
tral analysis of two-dimensional data. In contrast with

2

MASCOTTE (ONERA, Palaiseau)

- Combustion LOx/LH2 ; 
- Chamber pressure 30 bar ; 
- External acoustic modulation ; 
- Sampling frequency 25 kHz.
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Fourier analysis, the spectrum basis is not known a pri-
ori, it is self-built from the data. Moreover, the com-
puted mode structures are also able to reveal convec-
tion phenomena, making this a more accurate process-
ing technique than phase locked averaging when diag-
nostics are time-resolved.

The decomposition is performed on images recorded
during the 1T1L modulation. The image resolution is
reduced by averaging pixels 4 by 4, so that the data
are resized to a set of 256 ⇥ 276 pseudo pixels. This
procedure reduces the level of noise in the images and
improves DMD quality. A total of N = 298 snapshots
are processed into a sequence covering 40 acoustic
periods.
The spectrum obtained after the decomposition of SA5
snapshots is plotted in Fig. 2(a). It shows two dominant
peaks, one corresponding to the mean flow field,
↵0 = 0 Hz, and the second, ↵1T1L, to the chamber 1T1L
eigenfrequency. The latter is at the same frequency
as the peak observed on the pressure spectrum, which
proves an intense coupling between acoustics and the
heat release rate in the chamber. The spatial structures

(a)

(b)

Figure 2: (a) DMD spectrum of CH* emission under a 1T1L acoustic
modulation. The snapshots are recorded at 25,000 fps. Normalized
mode amplitude vs frequency. The normalization is performed with
respect to the amplitude of the fundamental peak. (b) Power spectral
density of the experimental dynamical pressure signal recorded at HF1
(see Fig. 1).

of these two dominant modes are shown in Fig. 3. The
mode associated to the ↵0 is known to be the mean
field. The fact that the flame emission appears stronger
downstream than at the injection plane is due to a soot
deposit on the quartz windows which blinds part of the
camera shot. For the same reason, the light intensity is
higher in the upper half of the image than in the lower
half.
The amplitude of the second dominant peak represents

(a)

(b)

Figure 3: Dynamic modes corresponding to the two dominant eigen-
values (a) Mean field: ↵0 and (b) second dynamic mode: ↵1T1L. The
injection backplane is shown on the left hand side of the pictures.

40% of the mean light emission. The light emission
oscillates transversally at the modulation frequency.
This transverse motion of the five flames is similar to
the one observed in [10]. The five flames show the same
behavior with a heat release rate fluctuation around
the injector axis. However, a characteristic pattern
appears in Fig. 3(b) near the injection plane: small
round-shaped pockets of light emission are released on
both sides of the dense jet. They are superimposed on
the transverse motion. These spots seem to vanish as
they are convected downstream but they are actually
hidden by a higher level of light emission. Indeed, the
spots are also visible further downstream in flame 0
(see Fig. 3(b) for flame numbering), where the light
emission intensity is lower.

If one moves closer to the injection zone, one ob-
serves a di↵erent behavior for the central injector and
the peripheral ones. Close-up views on injectors +2 and
0 are compared in Fig. 4. Figure 4(a) focuses on the
upper injector where the pattern of the unsteady heat re-
lease rate is symmetric regarding the dense core. The
central injector (Figure 4(b)) features an alternate light
emission pattern with respect to the dense core. The
two phenomena take place at the same frequency, they
are both induced by the acoustic modulation but seem
to couple di↵erently with acoustics. Because of the spa-
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Since the flow is acoustically modulated from an external source,  
pressure sensors detect mainly this frequency

Fourier analysis, the spectrum basis is not known a pri-
ori, it is self-built from the data. Moreover, the com-
puted mode structures are also able to reveal convec-
tion phenomena, making this a more accurate process-
ing technique than phase locked averaging when diag-
nostics are time-resolved.

The decomposition is performed on images recorded
during the 1T1L modulation. The image resolution is
reduced by averaging pixels 4 by 4, so that the data
are resized to a set of 256 ⇥ 276 pseudo pixels. This
procedure reduces the level of noise in the images and
improves DMD quality. A total of N = 298 snapshots
are processed into a sequence covering 40 acoustic
periods.
The spectrum obtained after the decomposition of SA5
snapshots is plotted in Fig. 2(a). It shows two dominant
peaks, one corresponding to the mean flow field,
↵0 = 0 Hz, and the second, ↵1T1L, to the chamber 1T1L
eigenfrequency. The latter is at the same frequency
as the peak observed on the pressure spectrum, which
proves an intense coupling between acoustics and the
heat release rate in the chamber. The spatial structures

(a)

(b)

Figure 2: (a) DMD spectrum of CH* emission under a 1T1L acoustic
modulation. The snapshots are recorded at 25,000 fps. Normalized
mode amplitude vs frequency. The normalization is performed with
respect to the amplitude of the fundamental peak. (b) Power spectral
density of the experimental dynamical pressure signal recorded at HF1
(see Fig. 1).

of these two dominant modes are shown in Fig. 3. The
mode associated to the ↵0 is known to be the mean
field. The fact that the flame emission appears stronger
downstream than at the injection plane is due to a soot
deposit on the quartz windows which blinds part of the
camera shot. For the same reason, the light intensity is
higher in the upper half of the image than in the lower
half.
The amplitude of the second dominant peak represents

(a)

(b)

Figure 3: Dynamic modes corresponding to the two dominant eigen-
values (a) Mean field: ↵0 and (b) second dynamic mode: ↵1T1L. The
injection backplane is shown on the left hand side of the pictures.

40% of the mean light emission. The light emission
oscillates transversally at the modulation frequency.
This transverse motion of the five flames is similar to
the one observed in [10]. The five flames show the same
behavior with a heat release rate fluctuation around
the injector axis. However, a characteristic pattern
appears in Fig. 3(b) near the injection plane: small
round-shaped pockets of light emission are released on
both sides of the dense jet. They are superimposed on
the transverse motion. These spots seem to vanish as
they are convected downstream but they are actually
hidden by a higher level of light emission. Indeed, the
spots are also visible further downstream in flame 0
(see Fig. 3(b) for flame numbering), where the light
emission intensity is lower.

If one moves closer to the injection zone, one ob-
serves a di↵erent behavior for the central injector and
the peripheral ones. Close-up views on injectors +2 and
0 are compared in Fig. 4. Figure 4(a) focuses on the
upper injector where the pattern of the unsteady heat re-
lease rate is symmetric regarding the dense core. The
central injector (Figure 4(b)) features an alternate light
emission pattern with respect to the dense core. The
two phenomena take place at the same frequency, they
are both induced by the acoustic modulation but seem
to couple di↵erently with acoustics. Because of the spa-
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Fourier analysis, the spectrum basis is not known a pri-
ori, it is self-built from the data. Moreover, the com-
puted mode structures are also able to reveal convec-
tion phenomena, making this a more accurate process-
ing technique than phase locked averaging when diag-
nostics are time-resolved.

The decomposition is performed on images recorded
during the 1T1L modulation. The image resolution is
reduced by averaging pixels 4 by 4, so that the data
are resized to a set of 256 ⇥ 276 pseudo pixels. This
procedure reduces the level of noise in the images and
improves DMD quality. A total of N = 298 snapshots
are processed into a sequence covering 40 acoustic
periods.
The spectrum obtained after the decomposition of SA5
snapshots is plotted in Fig. 2(a). It shows two dominant
peaks, one corresponding to the mean flow field,
↵0 = 0 Hz, and the second, ↵1T1L, to the chamber 1T1L
eigenfrequency. The latter is at the same frequency
as the peak observed on the pressure spectrum, which
proves an intense coupling between acoustics and the
heat release rate in the chamber. The spatial structures

(a)

(b)

Figure 2: (a) DMD spectrum of CH* emission under a 1T1L acoustic
modulation. The snapshots are recorded at 25,000 fps. Normalized
mode amplitude vs frequency. The normalization is performed with
respect to the amplitude of the fundamental peak. (b) Power spectral
density of the experimental dynamical pressure signal recorded at HF1
(see Fig. 1).

of these two dominant modes are shown in Fig. 3. The
mode associated to the ↵0 is known to be the mean
field. The fact that the flame emission appears stronger
downstream than at the injection plane is due to a soot
deposit on the quartz windows which blinds part of the
camera shot. For the same reason, the light intensity is
higher in the upper half of the image than in the lower
half.
The amplitude of the second dominant peak represents

(a)

(b)

Figure 3: Dynamic modes corresponding to the two dominant eigen-
values (a) Mean field: ↵0 and (b) second dynamic mode: ↵1T1L. The
injection backplane is shown on the left hand side of the pictures.

40% of the mean light emission. The light emission
oscillates transversally at the modulation frequency.
This transverse motion of the five flames is similar to
the one observed in [10]. The five flames show the same
behavior with a heat release rate fluctuation around
the injector axis. However, a characteristic pattern
appears in Fig. 3(b) near the injection plane: small
round-shaped pockets of light emission are released on
both sides of the dense jet. They are superimposed on
the transverse motion. These spots seem to vanish as
they are convected downstream but they are actually
hidden by a higher level of light emission. Indeed, the
spots are also visible further downstream in flame 0
(see Fig. 3(b) for flame numbering), where the light
emission intensity is lower.

If one moves closer to the injection zone, one ob-
serves a di↵erent behavior for the central injector and
the peripheral ones. Close-up views on injectors +2 and
0 are compared in Fig. 4. Figure 4(a) focuses on the
upper injector where the pattern of the unsteady heat re-
lease rate is symmetric regarding the dense core. The
central injector (Figure 4(b)) features an alternate light
emission pattern with respect to the dense core. The
two phenomena take place at the same frequency, they
are both induced by the acoustic modulation but seem
to couple di↵erently with acoustics. Because of the spa-
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All the dynamics is concentrated on one mode.

Fourier analysis, the spectrum basis is not known a pri-
ori, it is self-built from the data. Moreover, the com-
puted mode structures are also able to reveal convec-
tion phenomena, making this a more accurate process-
ing technique than phase locked averaging when diag-
nostics are time-resolved.

The decomposition is performed on images recorded
during the 1T1L modulation. The image resolution is
reduced by averaging pixels 4 by 4, so that the data
are resized to a set of 256 ⇥ 276 pseudo pixels. This
procedure reduces the level of noise in the images and
improves DMD quality. A total of N = 298 snapshots
are processed into a sequence covering 40 acoustic
periods.
The spectrum obtained after the decomposition of SA5
snapshots is plotted in Fig. 2(a). It shows two dominant
peaks, one corresponding to the mean flow field,
↵0 = 0 Hz, and the second, ↵1T1L, to the chamber 1T1L
eigenfrequency. The latter is at the same frequency
as the peak observed on the pressure spectrum, which
proves an intense coupling between acoustics and the
heat release rate in the chamber. The spatial structures
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Figure 2: (a) DMD spectrum of CH* emission under a 1T1L acoustic
modulation. The snapshots are recorded at 25,000 fps. Normalized
mode amplitude vs frequency. The normalization is performed with
respect to the amplitude of the fundamental peak. (b) Power spectral
density of the experimental dynamical pressure signal recorded at HF1
(see Fig. 1).

of these two dominant modes are shown in Fig. 3. The
mode associated to the ↵0 is known to be the mean
field. The fact that the flame emission appears stronger
downstream than at the injection plane is due to a soot
deposit on the quartz windows which blinds part of the
camera shot. For the same reason, the light intensity is
higher in the upper half of the image than in the lower
half.
The amplitude of the second dominant peak represents
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Figure 3: Dynamic modes corresponding to the two dominant eigen-
values (a) Mean field: ↵0 and (b) second dynamic mode: ↵1T1L. The
injection backplane is shown on the left hand side of the pictures.

40% of the mean light emission. The light emission
oscillates transversally at the modulation frequency.
This transverse motion of the five flames is similar to
the one observed in [10]. The five flames show the same
behavior with a heat release rate fluctuation around
the injector axis. However, a characteristic pattern
appears in Fig. 3(b) near the injection plane: small
round-shaped pockets of light emission are released on
both sides of the dense jet. They are superimposed on
the transverse motion. These spots seem to vanish as
they are convected downstream but they are actually
hidden by a higher level of light emission. Indeed, the
spots are also visible further downstream in flame 0
(see Fig. 3(b) for flame numbering), where the light
emission intensity is lower.

If one moves closer to the injection zone, one ob-
serves a di↵erent behavior for the central injector and
the peripheral ones. Close-up views on injectors +2 and
0 are compared in Fig. 4. Figure 4(a) focuses on the
upper injector where the pattern of the unsteady heat re-
lease rate is symmetric regarding the dense core. The
central injector (Figure 4(b)) features an alternate light
emission pattern with respect to the dense core. The
two phenomena take place at the same frequency, they
are both induced by the acoustic modulation but seem
to couple di↵erently with acoustics. Because of the spa-
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Injector number
tial structure of the forced 1T1L mode, the peripheral
injectors are not submitted to the same levels of acous-
tic pressure and velocity as the central one. To charac-
terize the respective e↵ect of velocity disturbances and
transverse pressure perturbations on cryogenic coaxial
flames, a spatial decomposition of this mode is pursued
in the next section.

(a) (b)

Figure 4: Second dynamic mode ↵1T1L - Close up views from SA5
snapshots under 1T1L acoustic modulation. (a) Peripheral injector +2
and (b) central injector 0.

3. Spatial analysis

3.1. Purpose and methodology

Usually, a modal decomposition allows to separate
di↵erent physical phenomena in unsteady flows. In the
present case, the strong external modulation forces the
coupling mechanisms to occur at the same frequency.
This frequency was identified in the previous section on
both pressure and CH⇤ emission signals. Yet, di↵er-
ent spatial patterns of unsteady heat release rate were
pointed out depending on the flame location in the
chamber. Fortunately, the two mechanisms highlighted
in Fig. 4 do not feature the same spatial wavelength.
We can thus separate and analyze them by computing a
spatial DMD instead of a temporal one. Each resulting
mode is associated with one wavenumber and one am-
plitude. The technique is exposed in [16]. In practice,
the data matrix is rearranged into a spatial sequence in-
stead of a temporal one. While the conventional DMD
uses time as the evolution parameter, we use in the
present study the longitudinal direction x (along the jet
axis) as the evolution parameter. Consequently, a mode
structure represents a streak picture of the emission in
any vertical cross section at a given distance from the
injection plane. In other words, it gives the time evo-
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associated to one wavenumber. To isolate the relevant
phenomena, spatial DMD is not applied to the original
data but only to the mode obtained at the modulation
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thereby only contains the whole dynamics occurring at
the 1T1L eigenfrequency.

3.2. DMD of CH* emission fields

First, the whole field is processed. A longitudinal
spatial step between two snapshots of �x = 0.44 mm
is used. This corresponds to the dot pitch of the images
once they are filtered. �x will thus play the role of �t in
the previous section, and the DMD will extract the spa-
tial oscillation along the jet axis. 298 snapshots are pro-
cessed. The corresponding spatial spectrum is shown
in Fig. 5. The only dominant mode is characterized by
the eigenvalue at the origin. This indicates that no har-
monic structure is captured in the longitudinal direction
(i.e. along the x axis), the dynamical behavior observed
at the 1T1L frequency is purely transverse. This proves
that the dominant motion in the chamber is a transverse
oscillation of the flames at the acoustic frequency. This
is confirmed by the high speed movie in [10] where a
global transverse motion can easily be observed.

Figure 5: Spatial DMD spectrum of the reconstructed SA5 data se-
quence taking into account the dynamics occurring at the 1T1L fre-
quency.

However, a focus onto the injector exits (Figure 4)
showed that di↵erent coupling mechanisms may appear
in the vicinity of the injection zone. As demonstrated in
[17], it is possible to perform a DMD on a subdomain of
the full flow field to extract a specific mechanism. We
make use of this property to examine the near injection
area. We thus extract from SA5 images a reduced
rectangular region of interest at the injector outlets.
The resulting spatial spectrum is shown in Fig. 6(b).
Three peaks are extracted: the first one ↵s0 pertains to
the purely transverse motion, the second and third ones
↵s1 and ↵s2 characterize longitudinal oscillations (the
wavelength along the x axis is not null).
The mode structure M0 corresponding to ↵s0 is pre-
sented in Fig. 7 (left), as it is purely transverse, its
structure is the same at any x position. The five flames
feature the same dynamics. The heat release rate pattern
is alternate with respect to the dense core positions.
We thus recognize the e↵ect of the transverse acoustic
velocity: the methane jet is shaken upwards and down-
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Spatial DMD is performed on two 
subdomains of the chamber.

(a)

(b)

(c)

Figure 6: (a) Negative view of a SA5 image showing the processed
near injection subdomain (A) and the central domain (B). (b) The spa-
tial DMD spectrum associated to position A. The frequencies of inter-
est are highlighted with black squares. (c) The spatial DMD spectrum
associated to position B.

wards alternatively. As a consequence, combustion
is enhanced on one side of the dense core while it is
inhibited on the other side.
As the spatial frequencies and structures of the modes
associated to ↵s1 and ↵s2 are close to each other, one
computes their sum, called mode M1 in Fig. 7 (center).
Mode M1 structure depends on the x position at which
it is plotted (its wavelength 1/↵s1 along the x direction
is finite). The region of interest is at the injection plane
(x = 0) where acoustics can have a deep impact on
the injection process. Unfortunately, in this region, the
quartz window is blinded by a thick soot deposit during
the hot fire test. As the mode structure is periodic, it
can be represented at x = 2/↵s1 (position A in Fig. 6(a))
with the same phase as at x = 0. This is what we show
in Fig. 7. The same alternate pattern of the heat release
rate is observed on the three central flames while, as
expected, the two peripheral flames exhibit a symmetric
heat release rate with respect to the dense core position.
This symmetric pattern is associated to a longitudinal
oscillation. Besides, the external flames are in phase
opposition.

Finally, a second decomposition is performed on
a subdomain with the same size but located in the
middle of the image (Position B in Fig. 6(a)). The
resulting spectrum is plotted in Fig. 6(c). One retrieves
the fundamental peak which accounts for the purely
transverse motion and no other wavenumber emerges
from the spectrum. One can notice that the longitudinal
oscillations observed near the injectors and associated
to the wavenumber ↵s1 is no longer present at a certain
distance from the chamber backplane.

The successive processing of the two-dimensional
data in the time then space domains allow to identify
two di↵erent mechanisms characterizing the flame re-
sponse. One is associated to a transverse motion and
is dominant in the chamber. The second one, observed
closed to the injection plane, features longitudinal os-
cillations. The last section discusses this observation in
relation with acoustics.

3.3. Discussion

The modal decompositions show that, close to the in-
jection plate, di↵erent mechanisms take place depend-
ing on the injector position. The spatial distribution of
the 1T1L acoustic mode can be considered to explain
this observation. Pressure and transverse velocity pro-
files associated to the acoustic oscillation are plotted in
Fig. 8. On one hand, while flame 0 is located in the
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with the same phase as at x = 0. This is what we show
in Fig. 7. The same alternate pattern of the heat release
rate is observed on the three central flames while, as
expected, the two peripheral flames exhibit a symmetric
heat release rate with respect to the dense core position.
This symmetric pattern is associated to a longitudinal
oscillation. Besides, the external flames are in phase
opposition.

Finally, a second decomposition is performed on
a subdomain with the same size but located in the
middle of the image (Position B in Fig. 6(a)). The
resulting spectrum is plotted in Fig. 6(c). One retrieves
the fundamental peak which accounts for the purely
transverse motion and no other wavenumber emerges
from the spectrum. One can notice that the longitudinal
oscillations observed near the injectors and associated
to the wavenumber ↵s1 is no longer present at a certain
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data in the time then space domains allow to identify
two di↵erent mechanisms characterizing the flame re-
sponse. One is associated to a transverse motion and
is dominant in the chamber. The second one, observed
closed to the injection plane, features longitudinal os-
cillations. The last section discusses this observation in
relation with acoustics.

3.3. Discussion

The modal decompositions show that, close to the in-
jection plate, di↵erent mechanisms take place depend-
ing on the injector position. The spatial distribution of
the 1T1L acoustic mode can be considered to explain
this observation. Pressure and transverse velocity pro-
files associated to the acoustic oscillation are plotted in
Fig. 8. On one hand, while flame 0 is located in the
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pressure node, flames ±2 experience 56% of the maxi-
mum acoustic pressure amplitude in the chamber. These
large-amplitude pressure oscillations at the injector ex-
its can strongly modulate the methane mass flow rate,
which may trigger a longitudinal motion. On the other
hand, the amplitude of the transverse acoustic velocity
oscillation near injectors ±2 reaches 83% of the ampli-
tude near the central injector. The peripheral flame is
thus submitted to two di↵erent mechanisms. The first
one is associated to the mode M0 while the second one
to M1. The latter features a component in the longitudi-
nal direction with a wavelength of �1 = 1/↵1 and results
in a symmetric unsteady heat release rate structure re-
garding the dense core position. The acoustic pressure
at the injector exit modulates the methane injection ve-
locity and causes the observed pattern of unsteady heat
release rate, a phenomenon which is not visible on the
central injector. This is also confirmed by the fact that
flames ±2 are in phase opposition, like the pressure sig-
nals recorded at HF1 and HF2 (see Fig. 8).
The propagation velocity can be calculated from

vs1 =
2⇡
ks1

f1T1L, (1)

where f1T1L is the 1T1L eigenfrequency and ks1 = 2⇡↵s1
is the wavenumber. The calculated values of vs1 and vs2
are of the same order of magnitude as the estimated am-
plitude of the acoustic velocity: v0 = p0/(⇢c), meaning
that the two phenomena can compete.

M0 M1

Figure 7: M0: Mode structure associated to ↵s0 - M1: Mode structure
associated to the superposition of ↵s1 and ↵s2. The position of the
injectors is shown on the left. The modes are represented over a time
period of 8.10�4s. They are taken at the position A (see Fig. 6(a)).
On the right, the reconstructed signals of HF1 and q̇0 for M0 and M1
are plotted over the same time period. T is the acoustic period of the
1T1L eigenmode.

(a) (b)

Figure 8: (a) Acoustic pressure and transverse velocity profiles near
the injection plane during a 1T1L modulation. (b) Experimental dy-
namical pressure signals recorded at HF1 and HF2.

An interesting information which intervenes in the
analysis of high-frequency combustion instabilities is
the phase di↵erence between the unsteady heat release
rate signal and the acoustic pressure signal for each
mode. To obtain this quantity one may perform a multi-
variable DMD analysis as in [18, 19]. To this purpose,
the five dynamical pressure sensor signals are added to
the data set and the DMD is calculated as previously.
We then reconstruct the pressure signal at HF1 and plot
it together with the q̇0 signal recorded at position A
(which accounts for what happens at the injector out-
lets) in the upper part of flame +2. This is done for
M0 and M1. Small black arrows in Fig. 7 point the y-
position at which q̇0 is recorded. The resulting signals
indicate that:

• For mode M0, the heat release rate signal appears
to be nearly in phase with HF1 (resp. HF2) in the
upper (resp. lower) part of the five flames. As M0
is purely transverse, this observation is true for any
x position. For each flame, this mechanism is thus
expected to add acoustic energy to the instability in
the top half of the flame and to damp the instability
in the other half of the flame.

• For mode M1, the heat release rate oscillation of
flame +2 (resp. -2) is nearly in phase opposi-
tion with HF1 (resp. HF2). Indeed, when p0 is
maximum at the injector exit, the mass flow rate
is diminished and the heat release rate decreases.
M1 being a longitudinal motion, this observation is
only true at the injector exit and at each location
x = n/↵s1, n 2 N. There, the flame damps the in-
stability. Conversely, the flame adds energy to the
instability at x = n/2↵s1, n 2 N.
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Close to the injector (A),  
two modes (M0 and M1) evolve at the same frequency but different wavelength. 
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Spatial DMD separated to physical 
phenomena taking place at the same 
frequency but with different wavelength.

Spatial DMD

One mode is associated to a transverse motion due to the modulation,  
the other to a longitudinal modulation generated by the injection lines.



Conclusion

One of the challenge in combustion is 
to predict the pressure evolution in 
the chamber.
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Pressure Record for a TPressure Record for a T--BurnerBurner
(Horton and Price 1962)(Horton and Price 1962)

To reduce low order models, we need to 
understand the couplings taking place 
at different time and space scales.

Decomposition methods allow to 
separate time scales and space 
scales then simplify the 
understanding and the modeling.

modes
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By adapting the decomposition 
strategy to the case of study, 
relevant information can be 
extracted.


