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Variational autoencoders are deep generative networks widely used for a large area of tasks, such as image
or text generation. They are composed of two sub-models. On the one hand, the encoder aims to infer the
parameters of the approximate posterior distribution NV'(z; z, u(¢), o(¢)) of a low dimensional latent vector
z that represents the generative factors of the input data x. On the other hand, the decoder is intended to
model the likelihood of the input data NV (x; 2, 1(0), 5(0)). The parameters of the model, ¢, 6 are jointly op-
timized through the maximization of a lower bound of the evidence called the ELBO. A major challenge is to
get a disentangled and interpretable latent space in the aim to improve the field of representation learning.
However, the vanilla variational autoencoder suffers from many issues, such as entangled latent space and
posterior-collapse. These problems are all the more accentuated so as the dimension of the latent space is not
well chosen. The goal of our work is to propose a model able to infer a disentangled latent space by taking
advantage of a selective posterior-collapse process. Indeed, it can be observed that the variances inferred by
the encoder for each latent variable have very different values depending on the information carried by the
latter. More precisely, variables that contain a lot of information about the data distribution tend to have a
low inferred variance contrary to the others. To leverage this property, we propose a variational autoencoder
model which is favored to locate the information in a reduced number of latent variables and not to use the
others. In this way, the dimension of the latent space is automatically adjusted to the complexity of the data.
In order to do this, the latent variables of the autoencoder are augmented with their inverse variances which
are also assumed unknown. Their joint posterior distribution is defined as a mixture of normal-gamma prob-
ability density functions

piNormalGamma(zi, \i; pi, a1, B2) + (1 — p;) NormalGamma(zi, Ai; jti, a2, B2 ), where for the i‘extth
latent variable z;, \; stands for its inverse variance and y; is directly inferred by the encoder as well as p;. The
other hyperparameters are defined so that the inverse variances take high values when the encoded variable
carries information and are close to 1 otherwise. In this way, we add prior information that fits our assump-
tions and force the model to encode information in a subset of the latent space by doing a “selective posterior-
collapse”. To optimize the parameters ¢, 0, the objective function has to be modified to take into account
the model mixture distribution, suchas ELBOnG = Eq, . | ,, [logpe(z|2, )] — K L{ge (2, Al2)||p(2)p(N)]
where A is a vector that gathers all the inverse variances. A reparametrization trick is also proposed for the
stochastic vectors A and z in order to use the algorithm of stochastic gradient descent for the optimization.
Our model, the Normal-Gamma VAE (NG-VAE), was tested on datasets with known factors of generation. We
set the latent space dimension as highly superior to the number of these factors and validated the selective
posterior-collapse process and disentanglement of the latent variables.
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