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Charged particle tracking – 1960s style
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The 80 inch (2.0 m) bubble chamber 
at BNL 

Discovery of the Omega-minus baryon in 1964



Electronic readout !
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Nobel prize 
in physics (1992)

Multi-wire proportional chamber



Today: silicon trackers
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Integration test in 2007
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LHC, discovery of the Higgs boson
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Discovery of the Higgs boson (2012)
• Counting experiment in bins (intervals) of mass
• Comparison to theory prediction

Large Hadron Collider (LHC) at CERN 
• Explore small structures -> high energy
• Study rare processes -> high frequency of collisions (40 MHz)
• Two general-purpose detectors: CMS and ATLAS
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And since then ?
• Since 2012, higher beam energy, accumulation of much more statistics
• Study of the coupling strength of the Higgs boson to many other particles: 

demonstration of clear correlation between the mass of a given particle and 
its coupling to the Higgs boson

• Key goal for HL-LHC: first experimental probe of the Higgs potential
-> expect to gain insight on the first instants of the universe 
• Study Higgs self-coupling: h -> hh
• Very rare process
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Violent phase 
transition ??? 
-> creation of 
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Fifteen times more data

High luminosity phase:
• more data 
• 5 times more protons/bunch
• more complex events 
• highly granular detectors
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2011 -2012
Run 1

2015 -2018
Run 2

2022 -2024
Run 3

2027 -2040
Run 4-5…

30 𝑓𝑏!" 190 𝑓𝑏!" 350 𝑓𝑏!" 3000 𝑓𝑏!" Integrated luminosity

High luminosity: how ? Cannot reduce distance between bunches any further. More protons/bunch !

Work towards HL-LHC, 
today :
• beam injection chain
• construction of new 

detector components
• design of computing 

models

40 million crossings of pairs of proton 
bunches per second !
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Computing resources

At HL-LHC: with our current computing model, we would face a significant shortage of computing resources 

→ need to make important changes

→ … or live with cuts into our physics programme
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Resources used today: 
- O(1) million de CPU cores running continuously
- O(1) exabyte of storage

used
today

start of
HL-LHC
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ML for track pattern recognition ?
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622 * 415 pixels

a large fraction carries information 
about the person

ATLAS tracker for HL-LHC:
5 * 109 readout channels
~3 * 105 3D space-points per event

=> data are sparse

Challenge on Kaggle platform (in 2018): (link)

Article in proceedings of CHEP 2018: (link)

Can’t use the same tools

How to present tracking
data to a neural network ?

https://www.kaggle.com/c/trackml-particle-identification
https://doi.org/10.1051/epjconf/201921406037


Representing tracking data using graphs
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One node of the graph = one hit in the detector

Connect two nodes using an edge 
if “it seems possible” that the two hits 
are two (consecutive) hits on a track

• High classification 
score 

• => high probability
that the edge is part of 
a track

• Low classification score 
• => low probability that 

the edge is part of a 
track

Charged particles leave hits in the 
detector

Represent the data using a 
graph

Goal:
classify the edges of the graph
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S. Farrell et al., “Novel deep learning methods for track reconstruction”,
proceedings of Connecting the Dots conference 2018 (link)

https://arxiv.org/abs/1810.06111


Graph creation
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A classic use case for graph neural networks:

Study molecules and their chemical bonds

In our tracking example, using the TrackML dataset, we have O(100k) hits per event.

Þ A fully connected graph would have O(100k) nodes and O(1010) edges. This is not going to fly.

Keep in mind that we want to run this at high throughput. 
Efficient graph creation becomes an area of study on its own. 



Graph creation: “module map”
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C. Biscarat et al., “Towards a realistic track reconstruction algorithm
based on graph neural networks for the HL-LHC”,
proceedings of the vCHEP2021 conference  (link)

Results for TrackML detector

https://doi.org/10.1051/epjconf/202125103047


Graph creation: “module map”
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C. Biscarat et al., “Towards a realistic track reconstruction algorithm
based on graph neural networks for the HL-LHC”,
proceedings of the vCHEP2021 conference  (link)

Results for TrackML detector

https://doi.org/10.1051/epjconf/202125103047


Graph creation: metric learning
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X. Yu et al., “Performance of a geometric deep learning pipeline for 
HL-LHC particle tracking”, Eur. Phys. J. C 81 (2021) 876  (link)

First Step: metric learning

➢ For all hits, embed features (coordinates, cell direction, ...) with multi-layer perceptron (MLP) into N-dimensional space
➢ Associate hits on same track as close as N-dimensional distance
➢ Score each neighbour hit within embedding neighbourhood against the “source” hit at centre
➢ Create edges between the source hit at centre and the neighbouring hits above a given threshold on the score.

Second step: filtering

Reduce the number of edges using an MLP that looks separately at each edge (the features of the two nodes).

https://arxiv.org/abs/2103.06995


GNN architectures
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S. Farrell et al., “Novel deep learning methods for track reconstruction”,
proceedings of Connecting the Dots conference 2018 (link)

Also used in Biscarat et al. (vCHEP2021).

An alternative GNN architecture (“Recurrent Attention Message Passing”) 
is presented in N. Choma et al. (CTD 2020) (link)

https://arxiv.org/abs/1810.06111
https://arxiv.org/abs/2007.00149


Edge-level performance
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C. Biscarat et al., “Towards a realistic track reconstruction algorithm
based on graph neural networks for the HL-LHC”,
proceedings of the vCHEP2021 conference  (link)

Results for TrackML dataset

edge score

efficiency efficiencypurity

https://doi.org/10.1051/epjconf/202125103047


Track building starting from graph with edge scores

Matching Criteria
Particle :
Loose matching :
Tight matching : 
Perfect matching :   

GNN
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C. Biscarat et al., “Towards a realistic track reconstruction algorithm
based on graph neural networks for the HL-LHC”,
proceedings of the vCHEP2021 conference  (link)

Results for TrackML dataset

https://doi.org/10.1051/epjconf/202125103047


Inference speed
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Article in proceedings of ACAT2021 conference (link)

In many studies, no attempt is made to 
optimise execution speed (demonstrate 
feasibility first).

Constraints imposed by the need to run the 
final algorithm at high throughput are kept in mind.

Competitive execution speed has been demonstrated 
for one complete chain of algorithms. 

Substantial gains expected from future implementations 
with custom CUDA kernels.

(Any volunteer for coding the module map in CUDA ?)

https://arxiv.org/abs/2202.06929


Triggering (ATLAS)
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“Recording data at the LHC is like 
drinking from a fire hose”

Event rate: 40 MHz

after hardware-based 
L0 trigger: 100 kHz

after event filter 
(to tape): 1.5 kHz

detailed detector readout
after L0 accept

(li
nk

)

https://cds.cern.ch/record/2285584


Simplify GNN -> inference on FPGA
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(link)

https://link.springer.com/article/10.1007/s41781-021-00073-z


Triggering (ATLAS)
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Event rate: 40 MHz

after hardware-based 
L0 trigger: 100 kHz

after event filter 
(to tape): 1.5 kHz

detailed detector readout
after L0 accept

(link)

https://cds.cern.ch/record/2802799


From the TrackML dataset to the real world
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At least two major complications have been (deliberately) omitted from the TrackML dataset.

It would be extremely useful to have a new open dataset that includes these effects. 
Maybe even a dataset released by CMS and/or ATLAS ?

Secondary particles from interactions with material in detector Silicon strip detectors

electron knocked out of atom

hadronic interactions:
(lots of relatively high-Z material in 
modern trackers [support, cooling, 
readout])

pa
rti

cle

strip (one strip = 1 readout channel)

hit from a charged particle

“ghost” (accidental crossing of strips)



Comment on GNN design
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luminous region:
-200 < z < 200
at r = 0

In this region, it is relatively clear in which direction to look 
for the next hit.

In this region, the direction is less clear.
In addition, this is where the density of hits is largest.

One can easily have >10 edges on a given node.

In this aggregation function, we simply add “messages”
over all incoming edges. Is a straight sum over 
>10 edges a good idea ? Should we pay more attention 
to the most interesting edges ?

Battaglia et al. (2018) (link)

https://arxiv.org/abs/1806.01261


Conclusion

• Lots of exciting physics results since the Higgs boson discovery in 2012; the 
Higgs boson as new tool for precision tests of the standard model
• Even more exciting outlook for the HL-LHC: among others, probe the first 

moments of the Universe right after the Big Bang (EW baryogenesis)
• TrackML challenge in 2018 was huge boost to get the “ML for tracking” 

effort going. The dataset from then is still being used today.
• Feasibility of complete GNN-based tracking solutions has been 

demonstrated in 2021.
• These conceptual solutions are trying to face the real world right now.

• A new open dataset that is close to the real world would really help.
• Lot’s of variants:

• Fast, use in trigger decision
• Seeding only
• Large radius tracking
• …
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Backup material
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La physique des particules et le boson de Higgs
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• Comprendre les constituants fondamentaux de la matière et les 
interactions qui les régissent

Séminaire SFP MP, Jan Stark (L2IT), déc. 2019

Jan Stark



Higgs potential
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Electroweak baryogenesis ?
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« Computing enables physics »

29Learning to Discover, Institut Pascal, Université Paris-Saclay | April 19th 2022Jan Stark



10 ans pour nous préparer
• Community white paper (2017)

• Algorithmes, infrastructures, data access…

• Des actions concrètes :
• HEP Software Foundation (HSF)
• Software Institute for Data-Intensive Sciences (SIDIS)
• Création d’une revue scientifique  « Computing and software 

for big Science » (Springer)
• IRIS-HEP (Projet NSF U.S.A.)
• Projet international Data Organization, Management and 

Access (DOMA)

• The 2020 update of the EU strategy for particle  physics
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Contraintes et opportunités
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La phase de haute luminosité :
Plus de données,
Des collisions plus complexes , 
Des détecteurs extrêmement 
sophistiqués.

Other 

experim
ents

HW costs vs 
perf

Fundings 
constraints

Changing HW 

landscape

Machine 

Learning

Industrie

Hexcascale 

HPC

Budget
Sites

Algorithmes
Modèle distribué

Apprentissage

Hétérogénéité

Jan Stark



The TrackML dataset
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Le défi de HL-LHC pour la reconstruction de traces

• Reconstruction actuellement résolu par des algorithmes basés sur des filtres de Kalman
• Estimation des paramètres de la trajectoire hélicoïdal
• Très bonne performance et optimisé depuis des années
• La partie la plus coûteuse en complexité de calcul (donc en ressources  CPU) dans la 

reconstruction d’un événement
• La combinatoire va exploser avec HL-LHC (pileup ~20 => pileup ~200)
• Va entrainer une augmentation très importante du volume et de la complexité des données
• Les algorithmes actuels ne suffiront pas 

LHC (pileup ~20) HL-LHC (pileup ~200) 
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Apprentissage des patterns de traces avec des GNNs 
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Target graph

Input graph
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Graph (neural) networks 
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Oct 2018 (link)

https://arxiv.org/abs/1806.01261


Graph (neural) networks 
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Oct 2018 (link)

https://arxiv.org/abs/1806.01261

