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Thanks to our wonderful speakers!
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Physics and ML are concerned 
with characterizing the true 
probability distributions of 

nature, how do we represent 
truth, data, and models to best 

enable learning these 
distributions?
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Geometric Deep 
Learning
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Representation Priors
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Graph Neural Networks
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Graph Neural Networks
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Graph Neural Networks
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Extensions of GNNs
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GDL for Physics 
Tasks
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Tracking
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GNNs for Tracking
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GNNs for Tracking
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Edge efficiency 

Track  efficiency 



Reconstruction
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Clustering
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Clustering
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Particle Flow
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Particle Flow
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Applicability
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Adding Physics In
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Modeling Physical Systems
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Physics Inspired Priors/Inductive Biases
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Physics Inspired Priors/Inductive Biases
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Learning Physical Simulators

• And many ways to improve: 
• Adding noise, ask update function to remove, improves stability
• Remeshing (scale prior) improves precision/speed
• Adaptive remeshing improves precision/compute utilization
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Learning System Design 
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Constraint-Based GNNs
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Constraint-Based GNNs
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Getting Physics 
Back Out

Savannah Thais  04/28/2022



Symbolic Regression
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Symbolic Regression
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Repeats process iteratively to
yield set of candidate equations



Learning Astrophysics
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Inductive Biases
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Learning Astrophysics 



Extracting the Physics

• Apply symbolic regression with a constraint to balance accuracy and 
equation complexity

• Can substitute learned equation for the force guess to improve the 
simulator
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Discussion 
Highlights
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How Can We Make This Usable?
• Graph construction is critical for effective learning and 

meeting computing constraints
• Are there ways to do effective segmentation or hierarchical graphs
• How do we balance information sharing with size

• Incorporating inductive biases can improve stability, 
generalizability, and model efficiency  
• Equivariant GNNs could reduce training resources, generalize
• Attention mechanisms weight physically important information
• Are there other types of (intermediate) functions we could model
• Constrained problems may be harder to solve in some cases

• We need to ensure the problem is truly physical
• In high pileup overlapping tracks can share hits and even segments
• How do we handle noise, missing information, detector effects

• Hardware-based acceleration is likely necessary
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Does This Help Us Do Physics?
• Graphs seem to be the most effective representation of 

particle physics experiment data
• Reduced information loss, allows hierarchical representations 
• But are we fully exploiting this

• Symbolic regression can help understand if a model is 
learning the true physics of the universe
• Potentially help us refine physical laws  

• Interpretability of GNNs is extremely under-studied in physics
• Attention mechanisms and relevance propagation are proxies but are 

not precise
• Other methods like black box methods, disentangle representation 

learning have not been studied
• Central debate in ML for physics: do we care about getting the physics 

back (data-driven science)
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Are There New Directions to Explore?
• Transformers are effective on many problem types
• positional encoding/graph substructure models

• Study graph rewiring/nonphysical graphs/message passing only 
edges/information aggregating nodes

• Incorporate additional priors/inductive biases
• Loss function constraints (number of decay products, consistency with true 

tracks)
• Constraint-based GNNs
• Graph level conservation laws

• Apply these methods to more physics tasks
• Underexplored for simulation
• Full hierarchical reconstruction
• Experimental design optimization (trigger operations, detector/accelerator 

design)
• Represent existing problems in new ways
• Tracking as denoising VAE or mesh generation 
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A Note on Datasets
• The TrackML dataset is not realistic for several reasons
• A new open data detector is nearly ready
• Can we create other benchmark/open datasets

• Particularly that are designed for GDL
• Even benchmark GNN models

• Always the concern of mismatch between data and simulation
• Are there ways we can train directly on data
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Thank you to all participants!
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