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1. Recap of last lecture
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Qualitative approach: Heitler model
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Nmax = E0/Ec

Xmax � �em ln(E0/Ec)

Shower maximum: 
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Electromagnetic shower theory
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Energy loss 
of electron:

Ec = a X0 ⇠ 85MeVCritical energy:

(Rossi & Greisen, Rev. Mod. Phys. 13 (1940) 240)
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Qualitative approach: Heitler-Matthews model

Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions: 


• cascade stops at


• each hadron produces one muon


Epart = Edec

Nµ =
�

E0

Edec

⇥�

� =
lnnch

lnntot
� 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005)
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E0/(ntot)
n

E0/(ntot)
2

E0/ntot

E0
ntot = np0 +nch

(nch)
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Superposition model
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Proton-induced shower

Nµ =
�

E0

Edec

⇥�

Assumption: nucleus of mass A and energy E0 corresponds

                        to A nucleons (protons) of energy En = E0/A

Xmax � �eff ln(E0)

XA
max � �eff ln(E0/A)

NA
µ = A

�
E0

AEdec

⇥�
= A1��Nµ

�� 0.9

Nucleus

Ei = E0/A

Target

Nmax ⇠ E0/Ec

NA
max ⇠ A

✓
E0

AEc

◆
= Nmax



Longitudinal shower profiles: simulations and data
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Nmax = E0/Ec

Xmax � De ln(E0/Ec)

Superposition model:

XA
max � De ln(E0/AEc)



Derivation of elongation rate theorem
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lint
Ne

D
epth

X

hXem
maxi ⇠ X0 ln(E/ntot)

E

E/ntot

hXmax(E)i = hXem
max(E/ntot)i + lint

taking derivative logE

Elongation rate of em. shower

hXmax(E)i = X0 ln(E/ntot)+ c + lint

De =
dhXmax(E)i

dlnE
 X0 � X0

d lnntot

d lnE
+

dlint

d lnE

em. cascade theory



Mass composition results – world data
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Figure 3: Measurements of hXmaxi (left) and �(Xmax) (right) compared to the predictions for proton and iron
nuclei of the hadronic models Sibyll2.3c, EPOS-LHC and QGSJet-II.04. Detection techniques: fluorescence (FD),
Cherenkov, using time traces in the surface detector stations (SD), radio (RD).
Pierre Auger Observatory: FD [40], SD [62], RD (AERA) [41]; Telescope Array: FD [50] (hXmaxi and �(Xmax)
are corrected for reconstruction and detector biases same as was done in [63] except here there is no correction of
the energy scale), Cherenkov (TALE) [39]; Yakutsk: Cherenkov [52], RD [44]; Tunka: Cherenkov [51], RD [43];
LOFAR [42]. Systematic uncertainties of the FD measurements at 1018.5 eV are indicated for the Pierre Auger (red
arrows) and Telescope Array (blue arrows) data.

uncertainties in muon production; however, recent studies1 indicate that an energy independent
shift of the Xmax scale, on the order of 20 � 30 g/cm2, could also be needed. This is in good
agreement with studies that estimate the influence of hadronic models on the shower maximum
and the signals in the surface detector [4]. The extent to which these observations are related to155

the muon deficit, and the Xmax scale, of simulations must be determined in further studies.

1.3. FD and SD measurement tensions: the self-consistency of hadronic interaction models

SD measurements run nearly 100% of the time and require rather simple event selection criteria,
meaning they can o↵er around an order of magnitude more data for mass composition analyses as
compared to measurements from FDs. However, due to the lack of the accelerator data relevant160

for the description of UHECR interactions, current inaccuracies in the modeling of high-energy
nuclear collisions remain relatively large. As a result the mass compositions inferred from SD
measurements with the current hadronic models often turn out to be outside the expectations of
any realistic astrophysical scenarios. Being inconsistent as well with FD results (see figure 5), the
absolute values of hln Ai from the SD data can currently be only used for describing the trends in165

the changes of the mass compositions with energy which are found to be very similar to those from
the FD data.

1Machine learning methods cross calibrated with FDs [76] and mass/energy/arrival direction combined fit re-
sults [77, 78] both suggest an o↵set between the Xmax scale predicted models and that seen in UHECR observations.
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Universality features of high-energy shower profiles
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Measurement of proton-air cross section
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Electromagnetic energy and energy transfer
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Air shower ground arrays: Ne and Nµ
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Air shower ground arrays
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2. Overall description of air shower data
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Air shower observables (Auger hybrid observation)
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The energy spectrum from surface detector data (I)

sla
nt d

epth [g
/cm2

]

1000

500

40

30

dE/
dX [P

eV
/(g

/c
m
2)]

20

10

r [m]
500 1000 1500 2000 2500

Si
gn

al
 [V

EM
]

1

10

210

310

410

r [m]
500 1000 1500 2000 2500

Si
gn

al
 [V

EM
]

1

10

210

310

410

/eV)
FD

lg(E18.5 19 19.5

/V
EM

)
38

lg
(S

1

1.5

2

2.5
795 events
Emax = 6× 1019 eV

C. DiGiulio (0142), this conf.

3 / 23

The energy spectrum from surface detector data (I)
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Auger event simulation for surface array
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Angles and number of stations comparison
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CORSIKA + full detector simulation 
(50% p + 50% Fe)
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Distance of triggered stations Signal per station

Very good agreement

(UHECR 2012)



Very good agreement

Telescope Array event simulation for surface array
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Composition sensitivity of data description?Angles and number of stations comparison
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Auger Observatory: comparison of surface detector signals
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Inclined showers (muon dominated)

Showers up to 60° zenith angle

Auger Muon Results

Fluorescence

(HadInt Working Group, UHECR 2012)

The energy spectrum from surface detector data (I)
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Energy and energy resolution
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3. The muon puzzle
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Comparison of longitudinal and lateral shower profiles (i)
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Comparison of longitudinal and lateral profiles (ii)
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Phenomenological model ansatz

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons 
and muon interaction/decay products

Full detector simulation after re-scaling

G.R. Farrar et al., Muon content of hybrid PAO CRs
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

center-of-mass reference frame of the UHECR and air
nucleon, far above the LHC energy scale.
Figure 2 shows the ratio of Sð1000Þ, the ground signal

size at 1000 m from the shower core [2], for the events in
our sample relative to that predicted for simulated events
with matching zenith angle, depth-of-shower-maximum
(Xmax) and calorimetric FD energy, for QGSJet-II-04 [3]
and EPOS-LHC [5]. For each HEG, the analysis is done
using the composition mix which reproduces the observed
Xmax distribution [8,9]; we also show the result for pure
protons for comparison. The discrepancy between a mea-
sured and simulated Sð1000Þ evident in Fig. 2 is striking, at
all angles and for both HEGs, and for both the mixed
composition and pure proton cases.
The zenith angle dependence of the discrepancy is the

key to allowing RE and Rhad to be separated. As seen in
Fig. 3, the ground signal from the hadronic component is
roughly independent of zenith angle, whereas that of the
EM component falls with secðθÞ, so that to reproduce the
rise seen in Fig. 2, the hadronic component must be

increased with little or no modification of the EM compo-
nent. This will be quantified below.
The analysis relies on there being no significant zenith-

angle-dependent bias in the determination of the SD and
FD signals. The accuracy of the detector simulations as a
function of zenith angle in the 0°–60° range of the study
here, and hence the absence of a zenith-angle-dependent
bias in the SD reconstruction, has been extensively vali-
dated with muon test data [16]. The absence of zenith-angle
dependence in the normalization of the FD signal follows
from the zenith-angle independence of EFD=ESD of indi-
vidual hybrid events.
Production of simulated events.—The first step of the

analysis is to generate a set of Monte Carlo (MC) events, to
find simulated events matching the LPs of the data events.
The MC air-shower simulations are performed using the
SENECA simulation code [17], with FLUKA [19] as the low-
energy HEG. Simulation of the surface detector response is
performed with GEANT4 [20] within the software frame-
work Offline [21] of the Auger Observatory. We produce
showers matching each data event, with both HEGs and for

 10

 20

 30

 200  400  600  800  1000  1200

dE
/d

X
 [P

eV
/(

g/
cm

2  )
]

Depth [g/cm2]

Energy: (13.8 +_ 0.7) EeV

Zenith: ( 56.5 +_ 0.2 o)

XMax: (752 +_ 9) g/cm2
2/dof (p) = 1.19

2/dof (Fe) = 1.21

Proton Sim
Iron Sim

Data

100

101

102

 500  1000  1500  2000

S
 [V

E
M

]

Radius [m]

Proton Sim
Iron Sim

Data

FIG. 1. Top: The measured longitudinal profile of an illustrative
air shower with its matching simulated showers, using QGSJet-II-
04 for proton (red solid) and iron (blue dashed) primaries.
Bottom: The observed and simulated ground signals for the
same event (p: red squares, dashed-line, Fe: blue triangles, dot-
dash line) in units of vertical equivalent muons; curves are the
lateral distribution function (LDF) fit to the signal.

FIG. 2. The average ratio of Sð1000Þ for observed and
simulated events as a function of zenith angle, for mixed or
pure proton compositions.
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Figure 6. Ratio of the electromagnetic to muonic contributions to the detector signal averaged over
the polar angle as a function of r, at di↵erent zenith angles.

the zenith angle increases. Its magnitude depends on composition and interaction models.
This component increases with the primary energy and varies according to the fluctuations in
shower maximum. This dependence has to be considered as a source of systematic uncertainty
in the electromagnetic correction, as will be discussed in section 4.2.3. The second component
is produced by the muons themselves and closely follows the muon density patterns. It is
mainly due to the showering of the electrons from muon decay in flight, although high-energy
muons very close to the core also contribute through pair production and bremsstrahlung.
More details can be found in [15].

In the reconstruction procedure (see section 4) the signals measured with the SD are
compared to the reference muon distribution, and for this purpose it is necessary to extract
the signal induced by muons from the total signal at each detector. This is achieved by
subtracting the EM component from the detector signal using the average ratio, REM/µ(r, ✓),
of the electromagnetic to the muonic contributions:

REM/µ(r, ✓) = SEM(r, ✓)/Sµ(r, ✓). (3.2)

This ratio was studied using Monte-Carlo simulations. Parameterizations of the average
electromagnetic (SEM) and muonic (Sµ) contributions to the signal were obtained separately
in terms of distance to the shower axis r, and of zenith angle ✓. Proton simulations at 1019 eV
with QGSJet01 was chosen as a reference. The accuracy of this parameterization is better
than 5%.

In figure 6 the ratio REM/µ, averaged over the polar angle (with respect to the shower
axis projected onto the shower plane), is shown as a function of r for di↵erent ✓. The ratio
can be seen to decrease as ✓ increases from ⇠60� to 68�. At larger ✓ and near the shower axis,
REM/µ can be seen to increase slightly due to hard muon interaction processes. At distances
from the shower axis exceeding 1 km, REM/µ changes only weakly with distance, typically
lying between 15% and 30%.
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The golden hybrid events with zenith angle greater than 60� are required to pass the
inclined T4 and T5 conditions and, in addition, to satisfy a set of FD quality cuts specifically
designed to ensure an accurate reconstruction of the arrival direction and of the longitudi-
nal profile. The cuts are adapted versions of those used in the calibration of events with
✓ < 60� [47]. The station closest to the shower core which is used for the geometrical re-
construction must be at a distance less than 750m. For a precise estimate of the energy, we
require an adequate monitoring of the atmospheric conditions (vertical aerosol optical depth
up to 0.1; cloud coverage less than 25% in the FD field of view, distance of the cloud layer
to the measured profile greater than 50 g/cm2, and thickness of the cloud layer less than
100 g/cm2). Furthermore, we exclude a residual contamination of shower profiles distorted
by clouds and aerosols by requiring a Gaisser-Hillas fit with a residual (�2 � ndof)/

p
2ndof

smaller than 3 and a negative value of the parameter X0 of the fitted Gaisser-Hillas pro-
file.4 Moreover, the maximum accepted uncertainty of Xmax is 150 g/cm2. In addition to
the quality selection criteria, a fiducial cut on the FD field of view (FOV) is applied [50],
ensuring that it is large enough to observe all plausible values of the shower maximum Xmax.
This “fiducial FOV cut” includes a restriction on the minimum viewing angle of the light in
the FD telescope (25�). Finally, only events with FD energies greater than 4⇥1018 eV are
accepted to ensure a trigger probability of nearly 100% for the SD and FD detectors. For
the period from 1 January 2004 to 31 December 2012 the sample has 223 hybrid events with
✓ � 60�.

To describe the correlation it is su�cient to perform a power-law fit to the shower size
N19 as a function of the calorimetric hybrid energy EFD,

N19 = A (EFD/10
19 eV)B, (5.1)

which is then inverted to give the energy conversion. The slope parameter B is related to ↵
(⇢µ / E↵) as discussed in section 3.1. The fit must be handled with care since it is performed

4
In the Gaisser-Hillas function, X0 is a parameter not to be confused with the depth of the first interaction.

Showers in both data and simulation are found to be best described by negative values [48, 49].
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the polar angle as a function of r, at di↵erent zenith angles.

the zenith angle increases. Its magnitude depends on composition and interaction models.
This component increases with the primary energy and varies according to the fluctuations in
shower maximum. This dependence has to be considered as a source of systematic uncertainty
in the electromagnetic correction, as will be discussed in section 4.2.3. The second component
is produced by the muons themselves and closely follows the muon density patterns. It is
mainly due to the showering of the electrons from muon decay in flight, although high-energy
muons very close to the core also contribute through pair production and bremsstrahlung.
More details can be found in [15].

In the reconstruction procedure (see section 4) the signals measured with the SD are
compared to the reference muon distribution, and for this purpose it is necessary to extract
the signal induced by muons from the total signal at each detector. This is achieved by
subtracting the EM component from the detector signal using the average ratio, REM/µ(r, ✓),
of the electromagnetic to the muonic contributions:

REM/µ(r, ✓) = SEM(r, ✓)/Sµ(r, ✓). (3.2)

This ratio was studied using Monte-Carlo simulations. Parameterizations of the average
electromagnetic (SEM) and muonic (Sµ) contributions to the signal were obtained separately
in terms of distance to the shower axis r, and of zenith angle ✓. Proton simulations at 1019 eV
with QGSJet01 was chosen as a reference. The accuracy of this parameterization is better
than 5%.

In figure 6 the ratio REM/µ, averaged over the polar angle (with respect to the shower
axis projected onto the shower plane), is shown as a function of r for di↵erent ✓. The ratio
can be seen to decrease as ✓ increases from ⇠60� to 68�. At larger ✓ and near the shower axis,
REM/µ can be seen to increase slightly due to hard muon interaction processes. At distances
from the shower axis exceeding 1 km, REM/µ changes only weakly with distance, typically
lying between 15% and 30%.
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The golden hybrid events with zenith angle greater than 60� are required to pass the
inclined T4 and T5 conditions and, in addition, to satisfy a set of FD quality cuts specifically
designed to ensure an accurate reconstruction of the arrival direction and of the longitudi-
nal profile. The cuts are adapted versions of those used in the calibration of events with
✓ < 60� [47]. The station closest to the shower core which is used for the geometrical re-
construction must be at a distance less than 750m. For a precise estimate of the energy, we
require an adequate monitoring of the atmospheric conditions (vertical aerosol optical depth
up to 0.1; cloud coverage less than 25% in the FD field of view, distance of the cloud layer
to the measured profile greater than 50 g/cm2, and thickness of the cloud layer less than
100 g/cm2). Furthermore, we exclude a residual contamination of shower profiles distorted
by clouds and aerosols by requiring a Gaisser-Hillas fit with a residual (�2 � ndof)/

p
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smaller than 3 and a negative value of the parameter X0 of the fitted Gaisser-Hillas pro-
file.4 Moreover, the maximum accepted uncertainty of Xmax is 150 g/cm2. In addition to
the quality selection criteria, a fiducial cut on the FD field of view (FOV) is applied [50],
ensuring that it is large enough to observe all plausible values of the shower maximum Xmax.
This “fiducial FOV cut” includes a restriction on the minimum viewing angle of the light in
the FD telescope (25�). Finally, only events with FD energies greater than 4⇥1018 eV are
accepted to ensure a trigger probability of nearly 100% for the SD and FD detectors. For
the period from 1 January 2004 to 31 December 2012 the sample has 223 hybrid events with
✓ � 60�.

To describe the correlation it is su�cient to perform a power-law fit to the shower size
N19 as a function of the calorimetric hybrid energy EFD,

N19 = A (EFD/10
19 eV)B, (5.1)

which is then inverted to give the energy conversion. The slope parameter B is related to ↵
(⇢µ / E↵) as discussed in section 3.1. The fit must be handled with care since it is performed

4
In the Gaisser-Hillas function, X0 is a parameter not to be confused with the depth of the first interaction.

Showers in both data and simulation are found to be best described by negative values [48, 49].
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
〈Xmax〉 and 〈lnA〉 at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

〈Xmax〉 = 〈Xmax〉p + fE〈lnA〉, (9)

where 〈Xmax〉p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
〈Xmax〉p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

〈lnNµ〉 = 〈lnNµ〉p + (1 − β)〈lnA〉 (10)

β = 1− 〈lnNµ〉Fe − 〈lnNµ〉p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d〈lnRµ〉p/d lnE and d〈lnRµ〉Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[〈lnRµ〉] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth 〈Xmax〉 into a prediction of the mean loga-
rithmic muon content 〈lnRµ〉 at θ = 67◦ for each hadronic
interaction model. The relationship between 〈Xmax〉 and
〈lnRµ〉 can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of 〈lnRµ〉 and d〈lnRµ〉/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated 〈lnA〉 data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute 〈lnA〉 using
Eq. (9) [4] from the latest 〈Xmax〉 data [39]. The sys-
tematic uncertainty of the 〈lnRµ〉 predictions is de-
rived by propagating the systematic uncertainty of 〈lnA〉
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d〈lnRµ〉/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
〈lnA〉 data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d〈lnRµ〉/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the 〈lnA〉 data (±0.02 (sys.)), and

680 700 720 740 760 780 800 820
〈Xmax〉 / g cm−2

0.0

0.2

0.4

0.6

0.8

1.0

〈l
n
R

µ
〉

Auger
data

p

He

N

Fe

E = 1019 eV, θ = 67◦EPOS LHC

QGSJet II-04

QGSJet II-03

QGSJet01

FIG. 5. Average logarithmic muon content 〈lnRµ〉 (this
study) as a function of the average shower depth 〈Xmax〉 (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content 〈lnRµ〉. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d〈lnRµ〉/d lnE. The measured value is higher than
the predictions from 〈lnA〉 data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and 〈lnA〉-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d〈lnRµ〉/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Muon number in inclined showers (nearly background-free)
8

subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content 〈Rµ〉. For

model comparisons the average logarithmic muon con-
tent, 〈lnRµ〉, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
〈lnRµ〉 numerically based on our fitted model of the in-
trinsic fluctuations:

〈lnRµ〉(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean 〈Rµ〉 and spread
σ[Rµ] as obtained from the fit. The deviation of 〈lnRµ〉
from ln〈Rµ〉 is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio 〈Rµ〉/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of 〈Rµ〉 as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content 〈Rµ〉 per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass 〈lnA〉 between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d〈lnRµ〉/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth 〈Xmax〉
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass 〈lnA〉 derived from the measured average depth
of the shower maximum 〈Xmax〉 [39]. We can therefore
make predictions for the mean logarithmic muon content
〈lnRµ〉 based on these 〈lnA〉 data, and compare them

Relative number of muons 
in showers with θ>60°
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(Auger, Phys. Rev. Lett. 117 (2016) 192001, 
 Phys. Rev. D91 (2015) 032003)
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Direct measurement of muons at lower energy
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In range 3x1017 eV to 2x1018 eV simulations don’t reproduce muon densities
40% (50%) increase in <Nμ> at 1018 eV needed for EPOS-LHC (QGSJetII-04)

Underground muon detectors 
(2.3 m soil for shielding)

(Auger, Eur. Phys. J. C80 (2020) 751)

Note: this is in energy range of LHC



Muon number fluctuations in inclined showers (θ > 60°)
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The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0
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Physics of muon production and number fluctuations
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Muonic component

Hadronic shower

(mesons & baryons)

Electromagnetic shower (electrons and 
photons)

Primary: 
Hadron

Primary:Photon

The bulk of radiated and visible 
energy comes from the EM cascade

Muons trace the hadronic shower which is the
backbone of the whole cascade

л0 decays are the propellers of the EM cascade

6

Air Shower:
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FIG. 7. Search for detector ageing e↵ects. Shown are results of the unfolding method applied to subsets of the data, which are
split according to area-over-peak (AoP), average tank age (Tage), event time in years since 2004, and by fluorescence detector
building (LL = Los Leones, CO = Coihueco, LM = Los Morados, LA = Loma Amarilla). The original data (open squares)
shows hints of a drift, most visibible in average tank age. We fit the drift (red line with error band) and correct by it, and
apply the unfolding again to the corrected subsets (black circles). The correction also removes hints of drifts in AoP and age
of the experiment, and introduce a slight displacement for events recorded by Los Leones. The P-values indicate the chance
probability to find such deviations if the truth is a constant (dotted line) in the corrected data set.

FIG. 8. Result of the unfolding method applied to disjunct subsets of the data, split by zenith angle ✓ and azimuth angle �.
The results are displayed in the same style as Fig. 7. Only the corrected data set is shown since the correction has no significant
e↵ect on these splits.
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As the energy fraction at generation i is the result of
averaging the energy fraction of preceding m1 · m2 ·

... · mi�1 reactions within the shower, the fluctuations510

exponentially decrease with the generation number as
�(↵i) / 1/

p
m1 · m2 · ... · mi�1, and thus Nµ fluctuations

are dominated by the fluctuations in the 1st interaction
[30] (for instance, in p-Air interactions ⇠ 70% of the vari-
ance is due to the first interaction) . This picture can be515

easily generalized for the case of nuclear primaries: bycarries 70% of the fluctuations for protons!!! 
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The PMT analogy

28

• An exotic model that saturates 
• for instance no π0 decay, or no π0 production

• Would result in
• muon fluctuations will be suppressed and dominated by 2nd 3rd interactions (~ 4% 5%)28
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rp < 22m

p± µ±

Lateral distance 
59% of all muons

70% of fluctuations from first interaction

Lorenzo Cazon et al. 
Astropart. Phys. 36 (2012) 211 
Phys. Lett. B784 (2018) 68
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Universality Muon Distributions
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µ

max for
showers generated with AIRES and QGSJETII [11].

reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµ

max.

2.3 Selection cuts

To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:

• Trigger cut: All events must fulfill the T5 trigger
condition [5].

• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµ

max observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦

and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.

• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.

• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2

GH /ndf <
2χ2

line/ndf.

• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µ

max. So only
events with R < 29000 m are included in our analy-
sis.

The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµ

max reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µ

max from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.

3 Application to real data

Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events
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Abstract: The surface detector array of the Pierre Auger Observatory provides information about the longitudinal de-
velopment of the hadronic component of extensive air showers in an indirect way. In this contribution we show that it
is possible to reconstruct the Muon Production Depth distribution (MPD) using the FADC traces of surface detectors far
from the shower core. We characterize the goodness of this reconstruction for zenith angles around 60◦ and different
energies of the primary particle. From the MPDs we defineXµ

max as the depth, along the shower axis, where the number
of muons produced reaches a maximum. We explore the potentiality of Xµ

max as a sensitive parameter to determine the
mass composition of cosmic rays.

Keywords: Muon Production Depth distributions, Pierre Auger Observatory

1 Introduction

The Pierre Auger Observatory was conceived to study the
properties of Ultra-High Energy Cosmic Rays (UHECR).
It is a hybrid detector that combines both surface and flu-
orescence detectors at the same site [1]. The origin and
chemical composition of UHECR are still an enigma. Cur-
rently, the most sensitive parameter to analyse mass com-
position is the depth of the shower maximum, Xmax, see
e.g. [2, 3], measured by the fluorescence detector (FD) [4].
The fluorescence detector operates only on clear, moonless
nights, so its duty cycle is small (about 13 %). On the other
hand, the surface detector array (SD) [5] has a duty cycle
close to 100 %. This increase in statistics makes any SD-
based observable of great interest to study the composition
of UHECR.
In an extensive air shower (EAS) muons are mainly pro-
duced by the decay of pions and kaons. Their production
points are constrained to a region very close to the shower
axis, of the order of tens of meters [6]. Muons can be taken
as travelling along straight lines to ground, due to the lesser
importance of bremsstrahlung and multiple scattering ef-
fects compared to other geometrical and kinematical fac-
tors. In [6, 7] these features are exploited to build a model
for obtaining the muon production depth (MPD) along the
shower axis. The MPDs are calculated from the muon time
structure at ground. These times are given along with the
times of the other particles reaching ground by the FADCs
of the SD. In this work we show that MPDs provide a phys-

ical observable that can be used as a sensitive parameter to
study the chemical composition of cosmic rays [8].

2 MPD reconstruction

Starting from the time signals that muons produce in the
surface detectors, the model discussed in [6, 7] derives
from geometrical arguments the distribution of muon pro-
duction distance, z:

z =
1
2

(
r2

ctg
− ctg

)
+ ∆ (1)

where r is the distance from the point at ground to the
shower axis, ∆ is the distance from the same point to the
shower plane and tg (geometrical delay) is the time delay
with respect to the shower front plane. The shower front
plane is defined as the plane perpendicular to the shower
axis and moving at the speed of light, c, in the direction
of the shower axis. It contains the first interaction point
and also the core hitting ground. This calculation assumes
that muons travel at the speed of light. If we account
for their finite energy E, the total time delay would be
ct = ctg + ctε(E). This extra contribution is dominant
at short distances to the core, where the geometrical time
delay is very small. At large distances (r > 600 m) the
kinematic delay, tε, acts as a correction (typically below
20%). It must be subtracted from the measured time delay
prior to the conversion into z, as described in [6, 7].
Equation 1 gives a mapping between the production dis-
tance z and the geometrical delay tg for each point at

5

Early muon

Late muon
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energy 
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interactions
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(Auger Collab. ICRC 2011)
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(Cazon et al. Astropart. Phys. 23, 2005 & 1201.5294)
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Expectation from simulations
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Longitudinal profile:

Cherenkov light

Fluorescence light

(bulk of particles measured)

Lateral profiles:

particle detectors at ground 
(very small fraction of particles sampled)

(RE, Pierog, Heck, ARNPS 2011)

See talk by Piera Ghia
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Depth of maximum for muon production
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(Astropart. Phys., 21:71–86, 2004, astro-ph/0311223)• Muon time distribution model

SD stations measure 
the total delay

 tε : kinematical delay

pion decay length

Manuela Mallamaci for the Pierre Auger Collaboration, ICRC2017

Due to subliminal muon 
velocities. Parametrized by 
using post-LHC hadronic 

interaction models.

• Smoothing algorithm + cut on the trace to have only muonic signal

MPD reconstruction

E>15 EeV 
θ=45°-65 
r>1200 m

Mean values Shower-by-shower fluctuations

Similar situation for muon production depth

(Auger, PRD 90, 2014)



WHISP: Compilation of muon-sensitive measurments

47(WHISP working group, ICRC 2021, and review in Astrophysics and Space Science (2022) 367:27)

PoS(ICRC2021)037
Muon Puzzle and LHC Hans Dembinski

Figure 1: Measurements of muons produced in air showers from nine experiments after adjusting for energy-
scale o�sets (points) converted to the I-scale as function of shower energy for di�erent hadronic interaction
models. Shown for reference are expected values from global fits to air shower data (lines) and from optical
measurements of the depth of shower maximum (band). The image was taken from Ref. [7].

consistent with predictions based on optical measurements of the depth of shower maximum -max,
but they exceed these predictions above 1017 eV.

Several conclusions can be drawn from these results. An experimental mistake as the origin of
the discrepancy can be ruled out, since the e�ect is seen by several experiments, including those run
by the largest collaborations with carefully evaluated systematic uncertainties. Potential mistakes
in the air shower simulations codes can be ruled out, since several codes have been developed
independently, and these codes have been compared. The muon number varies at the 5 % level
between codes, which is not enough to explain this e�ect [4]. A large mistake in the propagation of
GeV muons in air can also be ruled out, although there are ongoing e�orts to improve the precision
for TeV muons propagating in dense media like water and ice [8–12], which will also benefit air
shower simulation.

Progress has been made in recent years on the understanding of air shower physics and the
possible microscopic origin of this discrepancy, which is discussed in the following. The discrepancy
has an early onset, at about 4 ·1016 eV, which corresponds to a centre-of-mass energy

p
BNN = 8 TeV

in the first interaction. This indicates that the origin of the discrepancy should be observable at
the LHC [2, 4, 13]. Exotic explanations for the discrepancy are at tension with the early onset and
with the first measurement of the muon number fluctuations [14] in ultra-high energy showers by
the Pierre Auger Observatory, which are sensitive to exotic theories but found to be consistent with
current hadronic interaction models.

3. Muon production in air showers

An air shower is a hadronic cascade in which the kinetic energy of the cosmic ray is successively
converted into secondary particles in inelastic interactions with the atmosphere. The Heitler-
Matthews model [15] is a simplified model of an air shower. A schema is shown in Fig. 2 on the

4

Scaling variable z: relative number of muons with proton predictions as reference



Analysis of world data set on muons (i)

48Dembinski et al., Working group, UHECR 2018, Paris

Muon measurements: overview

Hans	Dembinski	|	MPIK	Heidelberg,	Germany	 10	

Pierre	Auger 	 	AMIGA	preliminary:	S.	Müller	poster	ID	204;	PRL	117	(2016)	192001;	PRD	91	(2015)	032003	
Telescope	Array	 	PRD	98	(2018)	022002	
IceCube 	 	 	ISVHECRI	2018	preliminary	
KASCADE-Grande 	Astropart.	Phys.	95	(2017)	25	
NEVOD-DECOR 	 	Phys.	Atom.	Nucl.	73	(2010)	1852,	Astropart.	Phys.	98	(2018)	13	
SUGAR 	 	 	PRD	98	(2018)	023014	
EAS-MSU 	 	 	Astropart.	Phys.	92	(2017)	1	
Yakutsk 	 	 	Unpublished	preliminary	results	
HiRes-MIA	 	 	PRL	84	(2000)	4276;	not	part	of	WG,	only	included	for	comparison	

E	=	0.5	PeV	...	20	EeV												θ	=	0	...	78	deg										r	=	0	...	4	km										Eµ,threshold	=	0.01	...	10	GeV	

lines	&	boxes:	result	integrated	over	range	 Muon energy thresholdsMuon lateral distance



4. Closer look at muon production in showers
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Muon production at large lateral distance

Energy distribution of last interaction 
that produced a detected muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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Typically 8-10 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Ep±,dec ⇠ 30GeV
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Importance of hadronic interactions at different energiesSensitivity of Air Showers to Interactions
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Sensitivity of Air Showers to Interactions
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Muons:  8 – 12 generations,
majority of muons produced  
in ~30 GeV interactions

Shower particles produced in 100 
interactions of highest energyElectrons

Muons

Electrons/photons: 
high-energy interactions

Muons/hadrons: 
low-energy interactionsLow-energy


interactions

(Ulrich APS 2010) 51



Systematic study of relation to interaction properties

52

PoS(ICRC2021)037

Muon Puzzle and LHC Hans Dembinski

Figure 3: Impact of modifying the inelastic cross-section, the hadron multiplicity, the elasticity (energy
fraction carried by the most energetic particle), and the fraction of neutral pions produced on the muon
number #` and its fluctuations, as well as the depth of shower maximum and its fluctuations, for a proton
shower with 1019.5 eV simulated with SIBYLL-2.1 as the baseline. The modifications are shown as a function
of the energy-dependent scale factor at the LHC energy scale of 13 TeV. Points represent the simulations
results, line are empirical fits to guide the eye. Data from Ref. [16], image from Ref. [4].

Real air showers are more complex. Kaons, protons, neutrons, and strange hadrons are
produced which have life-times large enough to participate in the cascade. The results of the
previous calculations approximately carry over if 1 � U is considered more broadly as the energy
fraction carried by neutral pions. Experimentally convenient is the closely related quantity

' =
⇢em

⇢had
, (4)

where ⇢em is the electromagnetic energy flow from photons and electrons, while ⇢had is the hadronic
energy flow, and the average is taken over the phase-space of the secondaries. The energy ratio '

is a function of pseudo-rapidity [ and its value at large [ is most important. The relationship to U

is ' = (1 � U)/U, if U is considered as an energy fraction.
These analytical results were refined with full air shower simulations [16], in which basic

features of hadronic interactions were modified ad-hoc with an energy-dependent scale factor to
study the sensitivity of air shower observables on these features. The relevant results of this study

6

(Dembinski, ICRC 2021)

(Ulrich et al. Phys. Rev. D 83 (2011) 054026 )

Motivation for a Measurement Around 1018 eV
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Muon production in hadronic showers
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Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions: 


• cascade stops at


• each hadron produces one muon


Epart = Edec

Nµ =
�

E0

Edec

⇥�

� =
lnnch

lnntot
� 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005)
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Pion decay energy ~30 GeV, 
Typically 8-12 generations



Comparison to e+e– annihilation into quarks

time
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color field

String fragmentation
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e+e- annihilation at high energy
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Particle production in hadronic interactions (i)
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56Beam momentum fraction

proton

Fluctuations: generation of sea quark anti-
quark pair and leading/excited hadron
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Muon production depends on hadronic energy fraction

p+

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1 Baryon-Antibaryon pair production   (Pierog, Werner 2008)

• Baryon number conservation

• Low-energy particles: large angle to shower axis

• Transverse momentum of baryons higher

• Enhancement of mainly low-energy muons

Baryon 
sub-shower

Meson 
sub-shower

Decay of 
leading particle

(Grieder ICRC 1973; Pierog, Werner PRL 101, 2008)

2 Leading particle effect for pions    (Drescher 2007, Ostapchenko 2016)

• Leading particle for a π could be ρ0 and not π0

• Decay of ρ0 to 100% into two charged pions

3 New hadronic physics at high energy   (Farrar, Allen 2012)

• Inhibition of π0 decay (Lorentz invariance violation etc.)

• Chiral symmetry restauration

30% chance to have
π0 as leading particle

57

Core-Corona model (Pierog et al.)



06/28/16 Felix Riehn - Auger Analysis Meeting 2016 6

Leading vector mesons

Pion - Proton Pion - CarbonCrossing not described

Rho production in π-p interactions (Sibyll 2.1 ➞ Sibyll 2.3)

58(Riehn et al., ICRC 2015)

xF = pk/pmax

Elab = 250GeV

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 8

Leading vector mesonsLeading particle production



NA61 experiment at CERN SPS

59(NA61, EPJ 77, 2017)

p�C ! p̄ X
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Fig. 3 An example of a π− + C interaction at 158 GeV/c measured in the NA61/SHINE detector (top view). The measured points (green dots)
are used to fit tracks (red lines) to the interaction point. The black dots show the noise clusters and the red dots show matched Time of Flight hits
(not used in this analysis)

Detector parameters were optimised using a data-based
calibration procedure which also took into account their time
dependences. Minor adjustments were determined in consec-
utive steps for:

(i) detector geometry and TPC drift velocities and
(ii) magnetic field map.

Each step involved reconstruction of the data required to
optimise a given set of calibration constants and time depen-
dent corrections followed by verification procedures. Details
of the procedure and quality assessment are presented in
Ref. [39].

The main steps of the data reconstruction procedure are:

(i) finding of clusters in the TPC raw data, calculation of
the cluster centre-of-gravity and total charge,

(ii) reconstruction of local track segments in each TPC sep-
arately,

(iii) matching of track segments into global tracks,
(iv) fitting of the track through the magnetic field and deter-

mination of track parameters at the first measured TPC
cluster,

(v) determination of the interaction vertex using the beam
trajectory fitted in the BPDs and the trajectories of
tracks reconstructed in the TPCs (the final data anal-
ysis uses the middle of the target as the z-position,
z = −580 cm) and

(vi) refitting of the particle trajectory using the interaction
vertex as an additional point and determining the par-
ticle momentum at the interaction vertex.

An example of a reconstructed π− + C interaction at
158 GeV/c is shown in Fig. 3. Amongst the many tracks
visible are five long tracks of three negatively charged and
two positively charged particles, with momentum ranging
5−50 GeV/c.

A simulation of the NA61/SHINE detector response is
used to correct the measured raw yields of resonances. For the
purposes of this analysis, the Epos 1.99 model was used for
the simulation and calculation of correction factors. DPM-
Jet 3.06 [40] was used as a comparison for estimation of
systematic uncertainties. The choice of Epos was made due
to both the number of resonances included in the model, as
well as the ability to include the intrinsic width of these res-
onances in the simulation. Epos 1.99 rather than Epos LHC
was used as it is better tuned to the measurements at SPS
energies [41].

The simulation consists of the following steps:

(i) generation of inelastic π− + C interactions using the
Epos 1.99 model,

(ii) propagation of outgoing particles through the detec-
tor material using the Geant 3.21 package [42] which
takes into account the magnetic field as well as rel-
evant physics processes, such as particle interactions
and decays,
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Fig. 12 Scaled xF-spectra of ρ0 mesons, xF dn/dxF, in π− + C pro-
duction interactions at 158 (left) and 350 GeV/c (right). The error bars
show the statistical, the bands indicate systematic uncertainties. The

lines depict predictions of hadronic interaction models: dashed red –
Epos 1.99, dashed blue – DPMJet 3.06, dashed black – Sibyll 2.1,
green – QGSJet II- 04, red – EposLHC, black – Sibyll 2.3
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Fig. 13 Scaled xF-spectra of ω (left) and K∗0 (right) mesons,
xF dn/dxF, in π− + C production interactions at 158 GeV/c. The error
bars show the statistical, the bands indicate systematic uncertainties.

The lines depict predictions of hadronic interaction models: dashed red
– Epos 1.99, dashed blue – DPMJet 3.06, dashed black – Sibyll 2.1,
red – EposLHC, black – Sibyll 2.3

ment with the measurement only at xF ! 0.6. Sibyll 2.3 and
Sibyll 2.1 predict a too low number of K∗0 mesons at all xF
values.

The ratio between combinations of the three meson mea-
surements are shown in Fig. 21 in Appendix E, where it can
be seen that no model can consistently describe the results.

The comparison between results from this analysis to mea-
surements of other experiments are presented in Fig. 14 for
ρ0 and ω mesons. The two other experiments shown are
NA22 [17] and LEBC-EHS (NA27) [57], both of which used
a hydrogen target. NA22 had a π+ beam at 250 GeV/c while
LEBC-EHS had a π− beam at 360 GeV/c. The results from
NA22 and LEBC-EHS are scaled by their measured inelastic
cross sections: 20.94 ± 0.12 mb for NA22 [61] and 21.6 mb
for LEBC-EHS [57]. There is good agreement between the
previous measurements with proton targets and the results

from this analysis for xF < 0.6. At larger xF the ρ0 yields
measured in this analysis show a decrease that is not present
in the π+p data and could thus be an effect of the nuclear
target used for the measurement presented here. The com-
parison of the measurements of the ω multiplicities shows
no significant differences between the other experiments and
results from this analysis.

5 Summary

This article presents experimental results on ρ0, ω and K∗0

xF-spectra in π− + C production interactions at 158 GeV/c
and theρ0 spectra at 350 GeV/c from the NA61/SHINE spec-
trometer at the CERN SPS. These results are the first π− + C
measurements taken in this energy range and are important
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Figure 3: Spectra of p±, K± and p (p̄) as a function of p, integrated over pT, for the 350 GeV/c data set.
The statistical uncertainties are represented by bars and the systematic ones by gray bands.

butions of the difference between two methods to determine the combinatorial background, differ-
ences on the correction factors computed with different hadronic interaction models and differences
due to variations on the track and event selection criteria.

5. Summary and conclusions

Selected results of particle production in pion-carbon collisions measured by NA61/SHINE
experiment were presented in this proceeding. First we have shown the spectra of p±, K± and p
(p̄), obtained by means of a particle identification analysis based on the dE/dx. Second, we have
shown the spectra of r0, w and K⇤0, obtained by means of a template fit method applied to the
invariant mass distribution of p+p�. The most relevant sources of systematic uncertainties were
estimated and presented with the final spectra.
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Figure 2: Spectra of p±, K± and p (p̄) as a function of p, integrated over pT, for the 158 GeV/c data set.
The statistical uncertainties are represented by bars and the systematic ones by gray bands.

The fitted yields were then corrected for the limited detector acceptance, selection efficiency,
detector trigger efficiency, fitting bias and feed-down from re-interactions. Simulations using
EPOS 1.99 were used to compute the corresponding correction factors. Finally, the average multi-
plicity was obtained by dividing the corrected yields by the total number of target interactions. The
complete analysis description and results can be found in Ref. [22].

In Fig. 4, the spectra of r0, w and K⇤0 are shown and compared to the predictions of EPOS 1.99,
DPMJET 3.06, SIBYLL 2.1, SIBYLL 2.3 [23], QGSJET II-04 and EPOS LHC. While the r0 spec-
tra are shown for beam energies of 158 and 350 GeV/c, the w and K⇤0 spectra are limited to the
158 GeV/c data set because of the large uncertainties obtained at 350 GeV/c. Additionally, the r0

spectrum at 350 GeV/c is limited to xF < 0.5 because of the limited acceptance of the detector at
this beam energy.

The systematic uncertainties on the spectra were estimated by taking into account the contri-

5

Dedicated cosmic ray runs 
(π-C at 158 and 350 GeV)

p�C ! r0 X ! p+p� X
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NA61 results and extrapolation to high energy
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Summary

• analysis of ⇡�
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LHC and its experiments (Eequiv ~ 1017 eV)
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Problem of limited phase space coverage
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Detector Collider setup

Beam Beam

Air showers: Particles 
of highest energy most 
important

h =� ln tan
q
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q

(Salek et al., 2014)
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Cross section measurements at LHCInelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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LHCf: very forward photon production at 7 TeV

(LHCf Collab., Phys. Lett. B 703, 2011)
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
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27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
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averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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Combined CMS and TOTEM measurements
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Figure 6: Charged-particle pseudorapidity distributions from an inclusive sample (top left), a
NSD-enhanced sample (top right), and a SD-enhanced sample (bottom). The error bars repre-
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Challenge of limited phase space coverage

(Ulrich, DPG 2014)
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(data from all LHC experiments, CMS shown as example)
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Relevance of Collider Experiments
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forward

Central (|⌘| < 1)
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ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.
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Model predictions for secondary particles: p-air
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Model predictions for secondary particles: π-air
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Particle multiplicity (1019 eV) Particle energy fraction (1019 eV)
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Universal particle scaling and core-corona model in EPOS
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Phenomenological kaon enhancement model
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FIG. 8: z(Rµ) as a function of fs, with varying limits of the central (cl) and periferic (pl) regions. The figure in the left (right) panel
compares the results coming from simulations where the swapping algorithm applies to peripheral (central) secondary pions,
varying the limits of the peripheral (central) region according to the functions Fpl

s and Fcl
s , defined in Eqs. (6) and (7).
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FIG. 9: Estimations of Rµ from AIRES simulations for di↵erent
values of fs superimposed over Auger data with statistical (•| )
and systematic ( [] ) uncertainties [3]. We have adopted the
mixed baryonic composition shown in the left panel of Fig. 3.

pions produced is larger than 51% , because in the colli-
sions with Eproj & Epmin there are several pions that have
energy below the threshold.

TABLE II: Global counters for the refined model with fs = 0.7,
in the case of 1019 eV proton showers inclined 67�.

Total hadronic collisions per shower 264,600 100.00 %
Collisions with Eproj < Epmin 262,070 99.04 %
Collisions with Eproj > Epmin 2,530 0.96 %

Total number of secs. produced 6,806,244 100.00 %
Secs. from colls. with Eproj < Epmin 6,544,194 96.15 %
Secs. from colls. with Eproj > Epmin 262,050 3.85 %

Total number of pions scanned 134,060 1.97 %
Pions considered for swapping:

Central (|⌘CM| < 4) 99,790 1.47 %
Peripheral (|⌘CM| > 4) 34,270 0.50 %
Total (central + peripheral) 134,060 1.97 %
Pions actually swapped 23,988 0.35 %

IV. SENSITIVITY TO Fs WITH LHC NEUTRINO
EXPERIMENTS

During the next two decades, the LHC will lengthen
the energy frontier into both higher energies and much
higher luminosities. Most general-purpose LHC detec-
tors, such as ATLAS, CMS, and ALICE are committed to
high-pT physics, featuring events with small cross sec-
tion: O (fb, pb, nb). However, the total cross section
of LHC collisions is O(100 mb). Curiously, most of this
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Constraining LIV using muon content of EAS Caterina Trimarelli
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Figure 4: Maximum with respect to U of the mixed relative fluctuations obtained using the parameterizations
in the standard case (dashed curve) and in the presence of LIV considering [ in the range [�10�3,�10�15]
(coloured curves) as a function of the primary energy. Each color corresponds to a di�erent violation
strength (right axis). The black points with error bars (statistical uncertainties) represent the measured
relative fluctuations in the number of muons.

the mixed relative fluctuations at three di�erent CLs obtained considering all the experimental data
are highlighted. The blue curve, corresponding to [ = �8.2 · 10�5, refers to 99.7% CL. The green
(black) one corresponds to 95.45% (90.5%) with a LIV parameter [ = �9.2·10�6 ([ = �5.95·10�6).
As a consequence, the new bound for [ (1) is [�5.95 · 10�6, 10�1] at 90.5% of CL.

It can be noticed that if the discrepancy in the reconstruction of the energy in the presence of
LIV and the one in the standard scenario was included, a net shift of the experimental data towards
the higher energies would be observed. However, this bias between the primary energy estimated
if the events are treated in LIV case and in standard one is lower than the 5% for all the considered
[ parameters and, if implemented, it would lead to a further improvement of the parameter bound.

In conclusion, we have found a new lower bound of the [ parameter range of values using the
maximum relative fluctuation for a mixed initial proton-iron composition for LIV at first order. In
particular, we have obtained [ (1) > �5.95 · 10�6 at 90.5% of CL. A similar approach using the
minimum of the relative fluctuation with respect to U could lead to the definition of a negative upper
bound of the LIV parameter. Previous works found limits to the LIV parameter at first order by
studying the e�ects of Lorentz invariance violation on the photon propagation in the universe [14].

Future prospects will provide for an extension of the overall procedure to the e�ects produced
by LIV at second order. Moreover, limits on [ parameter could be found through a combined
analysis considering simultaneously the relative fluctuations of the number of muons and the mass
composition derived from the -max measurements given by the Pierre Auger Observatory.

7

Lorentz invariance violation (LIV) and muon production
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Constraining LIV using muon content of EAS Caterina Trimarelli
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Figure 1: Neutral pion mean lifetime as a function of energy for the Lorentz invariant case and for di�erent
strengths of LIV.

increase/decrease with respect to the LI case producing modifications in the EAS development
which depends both on the energy and the strength of the violation. As an example, the c0 lifetime
as a function of the energy for the standard case and for di�erent values of the LIV parameters
is shown in Fig. 1. For negative values of [, the mean lifetime increases up to a critical energy,
corresponding to the point at which the phase space reduces to zero (i.e. <2

LIV ! 0) and the particle
becomes stable (i.e. W ! 1). The energy at which the lifetime evolution deviates from the standard
LI case depends both on the order and the strength of the violation. To have a qualitative idea of
what one should expect, let us consider the simple model [15] where a primary hadron interacting
in the atmosphere produces 2/3 of charged pions c± and 1/3 of c0B. In the standard case, charged
pions decay producing muons and neutrinos while the neutral ones suddenly decay in two photons
producing an electromagnetic sub-shower. Otherwise, in the presence of LIV and for negative
values of [ (=) , the c0 lifetime grows and the probability to interact before decaying increases. The
re-interacting c0s will behave as the source of a hadronic sub-showers like those initiated by the
primary cosmic ray particle. As the energy decreases in the further shower generations, c0s will
start again to produce a standard electromagnetic sub-shower. The consequence is a modification
of the shower development in the atmosphere. The amount of energy deposited in the atmosphere
will be reduced (i.e. invisible energy going to neutrinos will grow) leading to an underestimation
of the primary energy if the event is treated as a standard physics one. Moreover, the position of
the shower maximum (-max) [16] will be slightly modified with respect to the standard LI case. In
addition, as the muon content correlates with the energy of the hadronic component of the shower,
we can predict that the number of muons produced in the EAS will increase and the physical
fluctuations will decrease, as almost all the energy is kept into the hadronic component after the first
stages of the shower developement, with little room for stochastic leakage to the electromagnetic
component [17]. On the other hand, for positive values of the [ parameter the lifetime becomes
smaller with respect to the standard LI case as the energy increases. In these cases, the lifetime

3

Lorentz-dilated lifetime of neutral pions

Constraining LIV using muon content of EAS Caterina Trimarelli

1. Introduction

Violations of Lorentz Invariance could a�ect the energy threshold of photo-hadronic inter-
actions; in particular, depending on the composition of the UHECRs at the highest energies, the
attenuation length of photo-meson production or photo-disintegration may become extremely large
and suppress particle interaction during propagation in the extragalactic space [1–4]. As a conse-
quence, the existing evidence of the suppression of the flux at the highest energies [5] can be used to
put a limit on LIV. In particular, LIV can be tested by searching the best description of the UHECR
observables, under LIV assumptions, as already done for instance in [6–10]. However, the scenario
is complicated by the fact that the best description of the UHECR spectrum and composition is
found corresponding to values of maximum energy at the source smaller than or comparable to the
typical threshold energy for photo-meson or photo-disintegration reactions [11]. For this reason,
the sensitivity of the deviations from LI in UHECR propagation is smaller than expected, and
alternative approaches need to be investigated.

2. Lorentz Invariance Violation framework

One possibility to constrain LIV models is that, depending on the strength of the violation, the
high energy available in the collision of cosmic rays with the atmosphere1 can lead to modifications
of the shower development with respect to the standard LI case. A well established phenomenolog-
ical approach to introduce LIV e�ects [12, 13] consists of adding e�ective terms in the dispersion
relation of particles as:

⇢2 � ?2 = <2 + 5 ( Æ?,"Pl; [) (1)

where < is the particle mass at rest, ⇢ its energy, and 5 represents the contribution of violation
due to the quantum gravity e�ects. In this approach the violation depends on the momentum of
the particle Æ? and on the Planck mass "Pl through the LIV parameter [, a dimensionless constant
coe�cient to be constrained. At ? ⌧ "Pl, the factor 5 can be expanded and considering only the
leading order of the expansion, Eq. 1 becomes:

⇢2 � ?2 = <2 + [ (=)
?=+2

"=
Pl

(2)

Previous works found limits to the LIV parameter by studying the e�ects of Lorentz invariance
violation on cosmic ray propagation at first order [ (1)W > �1.2 · 10�10 [14] in the photon sector in
the astrophysical scenario, which best describes UHECR data, and at second order �10�3 < [ (2)c <

10�1 [2] in the case of the neutral pion decay. Interpreting the right-hand side of the Eq. 2 as an
energy dependent mass, <2

LIV = <2 + [ (=) ?
=+2

"=
Pl

, the Lorentz factor for a LI violating particle at
energy ⇢ can be defined as:

WLIV = ⇢/<LIV (3)
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is complicated by the fact that the best description of the UHECR spectrum and composition is
found corresponding to values of maximum energy at the source smaller than or comparable to the
typical threshold energy for photo-meson or photo-disintegration reactions [11]. For this reason,
the sensitivity of the deviations from LI in UHECR propagation is smaller than expected, and
alternative approaches need to be investigated.
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Comparison of model simulations with 
data on muon number fluctuations 
Muon enhancement, limits on LIV

(Auger, ICRC 2021)



Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18
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Low-energy

enhancement

due to baryon

pair production

Charm particles

(only Sibyll 2.3, 
 and Sibyll 2.3c)

Rho-0 production

Discrimination by IceCube possible (surface array and in-ice muon data)

Correlation of low 
energy muons 
(surface ~ 1GeV) and 
in-ice (~500 GeV)

muon bundles

Muon energy spectrum in EAS relative to that of Sibyll 2.1



Backup slides
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Upgrade of the Observatory – AugerPrime
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Physics motivation 

- Composition measurement 
up to 1020 eV


- Composition selected anisotropy

- Particle physics with air showers

- Much better understanding of 

new and old data

Components of AugerPrime 

- 3.8 m2 scintillator panels (SSD)

- New electronics (40 MHz -> 120 MHz)

- Small PMT (dynamic range WCD)

- Radio antennas for inclined showers

- Underground muon counters 

(750 m array, 433 m array)

- Enhanced duty cycle of fluorescence tel.

radio

μComposition sensitivity
with 100% duty cycle

(AugerPrime design report 1604.03637)



AugerPrime: New quality of data – multi-hybrid measurements
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Sub-luminal neutrons in air showers
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L192 Letter to the Editor 
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Figure 1. Scintillator signals showing SLP, identified 
by event serial number and, following the hyphen, 
channel number. Also shown are a typical 
bandwidth-limited test pulse (BWL) and a typical train 

5216-1 
5216-5 A 

5216-13 * 
5280-6 
1 MHz >**‘**‘P of 1 MHz timing pulses. 

Catalogue. Tracings are shown in figure 1 ,  together with tracings of a typical bandwidth- 
limited (BWL) pulse and a typical train of 1 MHz timing pulses. 

In order to rule out instrumental effects such as photomultiplier after-pulsing as the 
source of delayed pulses, the following tests were made. 

(1) All 1962-3 AS signals in the same size range as signals preceding the SLP in 
figure 1 were examined for the presence of delayed pulses. (The pulses preceding the SLP 
have integrated charge values 4 4 0  times the average for a vertical minimum ionising 
muon.) In 132 cases out of 1648 the prompt pulse was followed after 3-lops by a well 
defined delayed pulse (DP). It was determined that the fraction of DP was the same within 
statistical errors for all 19 channels corresponding to the 19 scintillators that made up the 
Volcano Ranch array. 

(2) The 1648 DP candidates were then sorted according to shower size, using bins 
a factor of two in width. It was determined that the showers in the two lowest-sized bins 
(41 candidate pulses) had no DP, and that showers in the next higher bin (shower size 
(2-4) x lo7 particles, 169 candidates) had only three DP. The fraction of DP belonging 
to larger showers steadily increased as shown in figure 2, reaching a value of about 
0.2 for the highest three bins. 

While it is not quite true that pulses of a given size from large showers are identical to 
pulses of the same size from smaller ones, the differences there are, in average pulse 
duration, fail to account for the shower size dependence seen in figure 2. Ignoring the 
differences in duration, I take it that the fraction of DP in small-shower pulses gives an 
upper limit for the percentage of DP that might be instrumental (spurious). I conclude that 
no more than 10% of the DP in large showers (size N > 10’) are permitted by this test to be 
instrumental (plus accidental). 

J. Linsley 
(J. Phys. G: Nucl. Phys. 10 (1984) L191)

- Sub-luminal pulses with a delay of at least 3µs

- Sometimes several pulses observed

- Typically 1 km from core, high-energy showers

- Greisen: neutrons as sub-luminal particles

Reconstruction of Events David Schmidt

Figure 2: Left: Sample traces measured by a WCD and SSD. The black, dashed vertical lines indicate the
integration window as determined from traces of the three WCD PMTs alone. Merging of the signal windows
independently determined for the WCD and SSD PMTs resulted in an integration window with a stop bin
(dashed pink line) approximately 800 ns later. Right: Relative increase of the SSD signal as calculated with
the merged integration window as compared with the window determined from the PMTs of the WCD alone.

causally connected to the event. An elaborate algorithm determining whether adjacent segments
of traces with signal are causally connected was developed for application to the traces measured
by the three WCD PMTs [7]. At present, this algorithm is applied as is to the additional trace of
the SSD PMT. If the segment of the SSD trace determined to have signal related to the shower in
question has its start prior to or its finish after the integration window of the WCD, the merged
window from the SSD and WCD PMTs is used to calculate the SSD signal. Signals significantly
after those of the WCD are observed in SSD traces, examples of which are shown in Fig. 2 (left),
and SSD signals calculated using the merged window are on average approximately 10% larger
than when using the window determined using exclusively measurements of the WCD PMTs for
measurements where the WCD signal is less than 10 VEM (see Fig. 2 (right)). The magnitude of
these additional contributions to the SSD signal decrease relative to the total signal with increasing
signal size and amount to less than 1% on average for measurements where the WCD signal is
greater than 60 VEM. Studies on the impact of using the merged integration window to calculate
the WCD signal were also performed to determine if the additional information from the SSD aids
in picking up on sub-threshold signals in the WCD, but no significant changes were observed. The
algorithms for the WCD making use only of the WCD PMTs were therefore kept for compatibility
with WCD measurements prior to the AugerPrime era.

Uncertainties in signal measurement The signal measured by an SSD derives from a sample
of the lateral distribution of particles at the ground and therefore has an associated uncertainty.
Traditionally, this uncertainty is measured with so-called “multiplet” stations, which are two or
more detectors separated by ⇠10 m, which sample essentially the same position in the shower plane
for a given shower. In the case of the SSD, for which measured showers were initially scarce, so-
called pseudo-doublets were simulated. These consisted of pairs of stations, each at the same lateral
distance of 1000 m in the shower plane and on laterally opposite sides of the shower axis (see Fig. 3
(left)). Two SSDs simulated at a distance of 10 m from one another could not be used to derive signal
uncertainties as the thinning algorithms used in air shower simulations would result in a distortion

4

D. Schmidt, Pierre Auger Collaboration 
(this conference)

- Late signals seen in scintillators (SSD)

- Late pulses have no coincident signal 

in water-Cherenkov detectors (WCD)

- Similar height distribution of late pulses?

Vulcano Ranch (1962-63)

AugerPrime (2020-21)

10 µs



Air shower results: time delay distribution

77

10°13 10°10 10°7 10°4 10°1 102 105

Kinetic energy Ekin (GeV)

100

101

102

103

104

105

106

En
er

gy
sp

ec
tru

m
E

dN
/d

E

Neutrons
E = 5.6£1016 eV
Proton showers
Xdet = 1033 g/cm2

Total
102/3 . . .101 ns
105/3 . . .102 ns
108/3 . . .103 ns
1011/3 . . .104 ns
1014/3 . . .105 ns
1017/3 . . .106 ns
1020/3 . . .107 ns
1023/3 . . .108 ns

10°5 10°4 10°3 10°2 10°1 100 101 102 103

Kinetic energy Ekin (GeV)

100

101

102

103

104

105

106
En

er
gy

sp
ec

tru
m

E
dN

/d
E

Muons
E = 5.6£1016 eV
Proton showers
Xdet = 1033 g/cm2

Total
10°1 . . .10°2/3 ns
10°1/3 . . .100 ns
102/3 . . .101 ns
105/3 . . .102 ns
108/3 . . .103 ns
1011/3 . . .104 ns

Muons: time delay of bulk of particles: 1 - 500 ns Neutrons: time delay of high-energy particles: 1 - 20 µs,

                  slow (thermal) neutrons up to 100 ms

(RE & Ferrari et al. ICRC 2021)



Air shower results: muons vs. neutrons at large distance
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Close to shower maximum: neutrons as abundant as muons Past shower maximum: neutrons much less abundant than muons
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Do we learn anything from sub-luminal neutrons?
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Neutrons 
• Interesting sub-luminal particles

• Feature-rich and very wide energy spectrum

• Notoriously difficult to detect 

• Very difficult to simulate accurately (environment)

• Expected to produce late pulses in scintillators

Scaling observations 
• Energy scaling of production similar to muons

• Primary dependence of production like muons

• Attenuation (neutron removal) length 80 … 200 g/cm2

• Very wide lateral distribution, wider than muons

• Typical delay in arrival time ~ 1 … 20 µs (Ekin > 20 MeV)

• Thermal neutrons up to ~ 100 ms

Iron

Proton

Depth

Neutrons
(shower energy fixed)

1016 eV

Depth

Neutrons

(same primary particle)

1015 eV

Reduced composition sensitivity?

Scaling faster than ~ E 0.9

Observation level

Observation level

(RE & Ferrari et al. ICRC 2021)


